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Executive Summary

Purpose

[L.S. weapon systems are often procured with only computer-based vul-
nerability and lethality estimates, and little or no testing to determine
effects against actual threats. The Joint Live Fire Test program (JLF)
was initiated in 1984 to perform such testing on current U.S. systems.
The Chairman, Seapower Subcommittee, House Armed Services Commit-
tee, asked GAO to evaluate JLF and related live fire programs in pop.
GAO's evaluation was organized around 4 questions: 1) What is the sta-
tus of each system and munition originally scheduled for live fire test-
ing?: 2) What has been the methodological quality of the test and
evaluation process”: 3) What are the advantages and limitations of full-
up live fire testing, and how do other methods complement full-up test-
ing?: and 4) How can live fire testing be improved?

Background

JLF is a vulnerability lethality (v L) assessment program in which Soviet
munitions are fired at combat-loaded U.S. systems. and [material
deleted]. Testing began in FY 1985, and is scheduled to run through FY
1990. The program has an armor;anti-armor component (.JLF/Armor)
and an aircraft component (JLFAircraft). The focus is on first line,
fielded systems. After GAO received this request. Congress mandated
that developmental systems also undergo realistic live fire testing before
proceeding bevond low rate initial production.

Results in Brief

I

There have been major slippages in the JLF Armor schedule, largely due
to prolonged controversy between the Office of the Secretary of Defense
and testers over objectives and methodology. In contrast, JLF, Aircraft
was planned and implemented without major conflict or interruption.
Lack of targets has been a problem for both components.

Although there is little completed testing to evaluare, it is apparent that
the technical capability to do full-up testing (that is, testing with com-
bustibles on board) is not well developed. This seems to be a conse-
quence of the historically low emphasis on live fire testing in the U.S.

The main controversies in live fire test methodology reflect differences
between the interests of proponents of full-up testing and advocates of
computer modeling. resulting in largely incompatible approaches which
cannot be reconciled by technical solutions alone.

It is doubtful that JLF or any future live fire testing will produce the
kind or quantity of data needed to validate the sophisticated v L models
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GAQ’s Analysis

currently in use. However, the accumulated data should enable checking
whether model revisions improve predictions.

Full-up live fire testing is the only v L assessment method providing
direct visual observation of the damage caused by a weapon, /target
interaction under realistic conditions. As such. it offers a unique. impor-
tant advantage over other methods.

Status of Tests

The slippages in the .ILF Armor test schedule have meant that the first
of the originally scheduled tests began almost two years behind sched-
ule. The JLF. Aircraft program has also been delayed (principally due to
lack of targets), but less severely than JLF  Armor.

Methodological Quality of
Tests

JLF's program objectives were not well enough defined to give test
designers a clear direction. There have been conflicting statements of
the objectives of live fire testing in general, reflecting underlying differ-
ences in the interests of the individuals and organizations involved.

The long-term planning failure of 0sD and JLF Armor officials to agree
on a testing approach has caused implementation delays and the waste
of resources in repeated plan revision. The approach of the most recent
draft JLFArmor master plan is similar to the first version, rejected by
0sD in 1984 because of inconsistency with the objectives of JLF. JLF/Air-
craft planning was generally well organized, thorough. and consistent
with objectives. However, JLF: Aircraft test plans omit key information,
contain inconsistencies, and specify targets which are not available.

The principal constraint faced by all JLF officials is a lack of targets.
Budgetary responsibilities were never clearly designated; the services
were not responsible for supplying targets, nor was this covered under
JLF's budget. Consequently, test officials have had to spend much of
their time marketing the program. and competing with other interests
for targets. The target systems and components that .1LF does receive are
frequently in poor condition, yet JLF provides no funds for restoration.

In general, the sample sizes of JLF and related live fire tests have been
too small to produce statistically reliable results. The most common v L
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indicator—probability of a kill given a hit—is primarily based on sub-
jective engineering judgment, and has not been shown to be statistically
reliable or valid. Users of output from v L analysis are often unaware of
the subjective nature of this indicator. (See pp. 69-75; 114-15.)

Controversy over how to select test shots is largely a conflict between
the two objectives of sampling efficiency and unbiasedness. Ultimately’,
it appears impossible to agree on how to select shots without first decid-
ing on the relative importance of these objectives. (See pp. 75-86.)

The scientific capability to estimate human effects with confidence has
not yet been achieved. This, and the fact that JLF plans have paid little
attention to human effects, make it unlikely that JLF will produce pre-
cise estimates of casualties. (See pp. 86-89.)

Overall. the state of the art of live fire testing has improved since previ-
ous live fire programs, but some potentially solvable problems raised
earlier have not been solved. For example, little progress has been made
in the empirical validation of v L estimates.

Advantages and
Limitations of Full-Up
Testing

Full-up live fire testing is the only v L assessment method providing
direct visual observation of the damage caused by a weapon; target
interaction under realistic combat conditions. These observations are
regarded as highly beneficial by users. Full-up testing has already pro-
duced several “surprises™. i.e., results that were not predicted, and
might not have been detected by other means of testing or analysis. The
primary limitation of full-up, full-scale testing is cost, mainly due to the
high cost and limited availability of targets. Nonetheless. live fire testing
costs are a very small percentage of total program costs. Other limita-
tions are limited information yield, limited generalizability of results,
and limited redesign opportunities. (See pp. 101-04.)

Other Methods

Subscale and inert testing have some distinct advantages over full-up
testing, but provide only indirect evidence of effects on realistic targets.
Analysis of combat data has other advantages, but has less scientific
control and is limited to systems that have been in combat. All these
methods can supplement full-up, full-scale testing but not substitute for
it. (See pp. 105-07.)

Models are potentially useful in extrapolating beyond test results, and
have a unique advantage over testing in their applicability to systems
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not vet built. Still, current v L models are inadequately validated and
share many limitations. Key mechanisms for producing casualties are
poorly modeled if at all, limiting the models’ usefulness in predicting
casualties or providing insights into casualty reduction. Claims that
models predict well “on the average’ can be misleading, yet claims that
vulnerability models predict poorly have been somewhat overstated.
There are no clear criteria for success and failure in model prediction,
and proponents and opponents of modeling have both claimed support
from the same data. (See pp. 107-28.)

Improving Live Fire
Testing

Recommendations

Agency Comments

Opportunities were identified for technical improvements in the design,
conduct, and interpretation of live fire tests (e.g., bOD could test whether
departures from realism that reduce the cost or difficulty of conducting
live fire tests do nonetheless preserve the generalizability of test results
to realistic conditions), and general improvements to facilitate realistic
live fire testing and the usefulness of its results (e.g.. oD could consider
target costs in light of total program costs, including the concept of a
percentage set-aside for live fire testing). (See pp. 132-34.)

In addition to the improvements noted above, there is a need to resolve
current conflicts about the purpose of live fire tests and to make clear
that the objective of reducing vulnerability and increasing lethality of
U.S. systems is the primary emphasis of testing. Accordingly, GAO rec-
ormmends that the Secretary of Defense conduct full-up tests of develop-
ing systems, first at the subscale level as subscale systems are
developed. and later at the full-scale level mandated in the legislation:
establish guidelines on the role live fire testing will play in procurement;
establish guidelines on the objectives and conduct of live fire testing of
new systems; and ensure that the primary users’ priorities drive the
objectives of live fire tests.

The live fire legislation requires the services to provide targets for test-
ing new systems, but there is no similar requirement for the fielded sys-
tems in JLF. Accordingly, A0 recommends that the Secretary of Defense
provide more support to JLF for obtaining targets.

poD provided oral comments ¢n the report. Dob concurred with all rec-
ommendations and most findings, and made several suggestions to
improve technical accuracy. Gao made changes based on these sugges-
tions where appropriate.
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Chapter 1

Background

The Joint Live Fire Test (JLF) is a vulnerability,lethality (v L) assess-
ment program in which Soviet munitions are fired at combat loaded U.S.
systems, and U.S. munitions are fired at combat loaded Soviet systems.
At least four groups have been identified as potential users of JLF test -
results: designers, tacticians, force level planners, and procurement
authorities.

The program is divided into an aircraft component and an armor, anti-
armor component, which we will refer to as JLF/Aircraft and JLF/Armor.
respectively. The focus 1s on first line, fielded systems; systems still
under development are not included. According to one estimate, the pro-
gram affects the lives of over 300,000 servicemen who may have to use
this equipment in combat. Testing began in FY 1985, and is scheduled to
run through FY 1990.

The Chairman, Seapower Subcommittee, House Armed Services Commit-
tee, asked us to evaluate the JLF program and related live fire test pro-
grams in DOD, specifically, tests of systems removed from JLF to be tested
by the Army. We have organized our evaluation around 4 guestions:

1) What is the status of each system and munition originally scheduled
for live fire testing?

2) What has been the methodological quality of the rest and evaluation
process?

3) What are the advantages and limitations of full-up live fire testing,
and how do other methods complement full-up testing?

4) How can live fire testing be improved?

Prior GAO Reports

We have produced two reports on the Bradley Infantry Fighting Vehicle
survivability testing. The first (February, 1986) focused on the Bradley
Phase I live fire testing.' It concluded that the Bradley as presently con-
figured is highly vulnerable to anti-armor weapons, and noted problems
with the tests already completed. (We discuss these in Appendix II). The
second report (November, 1986) focused more on the Bradley's mission

118 General Aceounting Office Bradley Vehicle: Concerns About the Armiyv's Vulnerability Testing.
GAQ/NSIAD-8648Y, Washingron, DC: February, 1936
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What Is Live Fire

Testing?

requirements and the proposed operational tests.” This report concluded
that new operational tests should be conducted with particular empha-

sis on how well the tactics devised for the Bradley will offset its vulner-
ability. and at the same time, permit it to retain its combat effectiveness.

The term “live fire test™ is used in several ways within pon, but not all
of these involve the vulnerability or lethality of weapon systems. For
example:

A 1985 missile firing from an F-16 aircraft was called a live fire test; its
purpose was to verify the missile’s compatibility with the F-16’s avion-
ics system and the performance of the missile’s active radar guidance
capabilities. In this sense of the term, live fire is distinguished from cap-
tive carry, i.e., using the missile’s guidance system to allow the aircraft
to carry the missile along the path to the target.

A 1975 weapons proficiency training experiment was also called a live
fire test; its purpose was to compare the performance of troops doing
actual firing with troops simulating firing. In this sense of the term, live
fire is distinguished from dry fire.

Tests of fire suppression systems are also called live fire tests.

In this report. the term live fire will apply only to v L testing.

Lack of General Definition

None of the planning documents, briefings, or testimony we reviewed
contained a general definition of live fire testing, even limited to v L test-
ing. The range of testing in JLF is so broad that no single definition is
likely to cover all cases. Some JLF tests, such as the aircraft engine fuel
ingestion tests, involve no live firing of munitions at all. relying instead
on mechanically punched holes.

Types of Live Fire Testing

Live fire testing can be roughly classified by the status of the target.
Targets can be full scale or subscale, and full-up or inert:

Full-scale targets are complete aircraft or armored systems. while sub-
scale targets are components, siibcomponents, structures, etc.

‘US General Accounning Office. Bradley Vehicle: Armiyv's Efforts to Make [t More Survivable. GAQ
NSIAD-37-140
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Full-up targets contain all appropriate combustibles—typically fuel,
ammunition, and hydraulic fluid—while inert targets do not contain
these.

The 2 X 2 matrix in Table 1.1 illustrates these distinctions, with exam-
ples. JLF and related live fire testing currently being conducted falls into
all four types.

Table 1.1: Types of Live Fire Testing

Loading

Scale Full-Up Inert?

Full scale Comptete system with Complete system. no
combustibles (e.g , Bradley Phase comhbustibles (e g tests of new
il tests. aircraft "proof’ tests) armor on actual tanks, arcraft

fight control tests)

Sub-scale Components. subcomponents Components. subcomponents,
with combustibles (e.g . fuel cell structures, terminal ballistics,
tests behind armor mock-up munitions performance, behind-
arrcraft engine fire tests) armar tests, warhead

characlenzation {e.g , armor;
warhead interaction tests. aircraft
component structural tests)

3n some cases. largets are  semi-inert” m2aning some combustibles are on board but nol all (Example
rests of complele tanks with fual ang hydraulic fluid but dummy ammuninon )

Full-scale, full-up testing is generally considered the most realistic vari-
ety of live fire testing currently practiced, and is the type mandated by
the authorization legislation described below. Though munitions are
real, they are not generally fired from operational weapons systems
such as tanks and aircraft. Rather, they are most frequently fired from
stationary mockups designed to deliver them at a pre-specified realistic
velocity.

Usually. the term full-up testing implies full-scale targets. We will follow
this practice here; references to full-up testing imply full-scale targets
unless otherwise indicated.

Basic Concepts

T

Regardless of type, live fire testing as currently practiced addresses
questions of vulnerability and-or lethality. It does not, as is sometimes
mistakenly assumed. address the larger concepts of survivability or
effectiveness, or the related concept of susceptibility. Survivability and
effectiveness refer to the probability of a kill, while susceptibility refers
to the probability of engagement. Vulnerability and lethality, by con-
trast, refer to the probability of a kill given a hit. That is, for vulnerabil-
ity and lethality the hit is assumed (i.e., its probability is 1 0).
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Technically, this is called a conditional probability, because the
probability of a kill is conditional on a hit having occurred. This means
that system capabilities which reduce the probability of getting hit (e.g.,
maneuverability, low detection signature) have no effect on vulnerabil-
ity and lethality as assessed through live fire testing (Table 1.2 illus-
trates the relationship among all these concepts).

Table 1.2: Relationships Between Key
Concepts

Point of view

Symbol Meaning Offensive®  Defensive®
i B Probability of engagement ) - Susceptibility
P.e Probakulity of a hit, given engagement — —

P. . Probability of a kill, given a hit Lethanhty Vulnerabilty
P Probability of a kil Effectiveness Survivability

*Dffensive tocus on rthe artacking munition Defensive focus on the delending target

r‘PH = (Fgnf, iR, ). for example whiere Pe=4d4 P, = 7TandP, = 5P =tdTichi= 14
Source Adapted from G Smithetal  The Joint Live Fire (JLF) Test Background ang Exploratory
Teshing. 1IDRAFT) Alerandna, Va Instilute for Defense Analyses. March 1986

Therefore, it is the view of vulnerability experts that JLF and related
live fire tests will not provide “stand alone’ data from which
survivability and effectiveness conclusions can be reached. Other fac-
tors. such as susceptibility, must be integrated with the v 1. data and
then all appropriate trade-ofts carefully evaluated before arriving at
any conclusions about required design changes.

Relationship to
Developmental and
Operational Testing

Traditionally, poD testing falls under one of two categories: developmen-
tal and operational. Live fire testing, however, does not fall neatly under
either category. Organizationally, it has been conducted under the Dep-
uty Undersecretary of Defense for Research and Engineering (Test and
Evaluation), which has oversight for developmental, but not opera-
tional, testing. Though live fire testing sometimes has been part of
developmental testing, this is not generally the case. The ILF and related
tests (Bradley vehicle, M1 tank) are all being conducted post-develop-
ment. Yet live fire tests are not operational tests either, because there is
no attempt to simulate an operational environment.? Organizationally as
well, live fire testing has been kept separate from operational testing.

3 A notable exceprion was the GALU-8 lethality test (described in Chapter 3, where rhe targets ctanks)
were arranged in operational formation and fired at from actual flying aircratt
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History of Live Fire
Testing

Recent Legislation

ral v -1
LrdpLEr 1

Background

Live fire testing in the U.S. goes at least as far back as early WW II,
when live fire tests demonstrated that the U.S. M2-series light tanks
could be defeated by .50-cal. armor piercing (AP) machine gun fire. It
continued through the 1950s, culminating in the Canadian Armament
Research and Development Establishment (CARDE) trials in 1959.
CARDE—the last comprehensive series of live fire tests on armored
targets—looked at a number of generic shaped charge warheads in an
attempt to assess their lethality against enemy targets. Although the tri-
als were conducted under a number of handicaps, such as non-function-
ing test vehicles, limited weapon classes, and old tactics, CARDE data still
form the empirical foundation for the computer models used by weap-
ons effects and vulnerability analysts. In the 25 years between CARDE
and JLF, there were only isolated instances of live fire testing on
armored vehicles (most notably, the GAU-8 lethality tests, described in
Chapter 3).

On the aircraft side, the only systematic live fire testing was the Test
and Evaluation of Aircraft Survivability (TEAS) in the early 1970s. TEAS
grew out of the Southeast Asia conflict, in which the large number of
aircraft losses made it clear that survivability had not been given suffi-
cient emphasis during design (at least 60 percent of the 5,000 U.S. air-
craft lost in Viet Nam were downed by fire and explosion). TEAS was a
tri-service program to 1) evaluate the vulnerability of the F-4. A-7, and
AH-1 aircraft, 2) develop vulnerability reduction concepts for those air-
craft, and 3) apply the knowledge gained to future aircraft. Following
TEAS, funding emphasis moved from evaluation by full-scale live fire
testing toward evaluation by analysis (i.e., computer modeling).

Thus both the armor and aircraft v 1. communities took a general turn
away from live fire testing and towards modeling. Test and evaluation
funding for vulnerability reduction has been limited. despite a recogni-
tion by experts that the analytical models utilized in some areas are
inadequate or lack validation.

At the time of the Chairman’s request, there were no laws requiring live
fire testing: JLF and related live fire programs of existing systems were
pOD initiatives. Congress has since mandated live fire testing of certain
weapon systems in the National Defense Authorization Act for Fiscal
Year 1987. There are two live fire sections in this legislation: one on the
testing of new systems and one on the testing of the Bradley vehicle.
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Live Fire Testing of New

Systems

As stared in Section 910, the Secretary of Defense shall provide that:

1) a covered system may not proceed bevond low rate initial production
until realistic survivability testing is completed.’

2) a major munition or missile program may not proceed beyond low
rate initial production until realistic lethality testing is completed.

survivability and lethality tests are to be carried out sufficiently early
in the development phase of the system or program to allow any design
deficiency demonstrated by the testing to be corrected before proceeding
bevond low rate initial production. Testing costs will be paid from funds
available for the system being tested. The Secretary of Defense may
waive such testing if he certifies to Congress that live fire testing of that
system would be unreasonably expensive and impractical. The President
may waive it in time of war or mobilization.

The section’s definitions emphasize the full-up. live fire nature of the
testing requirement:

“The term ‘realistic survivability testing” means . . testing for vulnerability and
survivability of the system in combart by firing munitions likely to be encountered in
combat . . . at the system configured for combat. with the primary emphasis on test-
ing vulnerability with respect to potential user casualties and taking into equal con-
sideration the operational requirements and combat performance of the system.™

“The term ‘realhistic lethality testing’ means . testing far lethality by firing the
munition or missile concerned at appropriate rargets configured for combar.™

“The term ‘configured for combat” . . means loaded or equipped with all dangerous
materials (including all flammables and explosives) that would normally be on
board in combat.”™

Testing of the Bradley

Vehicle

As stated in Section 121, the Secretary of Defense shall:

require both live fire testing and testing of operational combat
performance.
develop a plan for said testing and evaluation.

A proposed amendment 1o the legislation substitutes the term “vildnerabiliy ™ for “~sur v ability,” so
a5 1o be more consistent with general DOD practice.
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Objectives, Scope, and
Methodology

The plan is to include both the Army’s "‘high survivability” Bradley and
the “minimum casualty vehicle.” The latter will be a specially con-
figured vehicle previously encouraged by the Office of the Secretary of
Detense (0sD). The two vehicles will then be compared.

The live fire tests were to be developed in consultation with the 0sp
Director of Defense Research and Engineering and the National Acad-
emy of Science. This has already been done. The operational perform-
ance aspects are to be developed in consultation with the Director of
Operational Testing and Evaluation.

In a letter of May 12, 1986, the Chairman of the Seapower Subcommit-
tee, Honse Armed Services Committee asked us to collect and analyze
information on the Joint Live Fire Test program (JLF) and related live
fire testing in poD. From the letter and subsequent meeting with staff,
we derived the following evaluation questions and adopted tasks to
answer each:

Question 1. What is the status of each system and munition originally
scheduled for live fire testing?

Tasks:

Determine the current scheduling status of each system or component in
the JLF program from appropriate testing officials and documents,
including systems formally removed from .JLF { Bradley, M1, and M113).
Compare current schedules with original schedules and determine prin-
cipal reasons for slippages.

Question 2. Over a variety of tests, what has been the methodological
quality of the test and evaluation process?

Tasks:

Assess the ILF methodology in terms of setting test objectives, planning
and implementing tests, and analyvzing and reporting results

Elaborate and clarify the controversy over the objectives of the JLF
program.

Determine the obstacles and proposed solutions to obtaining sufficient
numbers of targets.

Determine if and how testers are maximizing information yield from
small samples through design efficiency.
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Elaborate and clarify the controversy over shot selection methodology
for the Bradley vehicle. and draw implications tor live fire testing in
general.

Compare JLF objectives and approaches with previous 1.5, live fire test-
ing programs.

Compare JLF objectives and approaches with foreign live fire testing
programs. if information is available.

Question 3. What are the advantages and limitations of live fire testing,
and how do other means complement full-up testing”

Tasks:

Review the relationship of subscale and inert testing to fuli-up tests.
leview the advantages and limitations of using combat data in vulnera-
bility assessment.

[dentity and evaluate claims about the advantages and limitations of
modeling and tull-up testing.

Determine how models are used in live fire tests.

Determine how models can be validated in live fire testing.

Determine how well current models predict vulnerability,

Question 4. How can live fire testing be improved?
Tasks:

[dentify potential technical improvements to live fire testing.
Identify potential general improvements to live fire testing.

The scope covered JLF and other live fire testing not currently part of
JLF. We conducted the work in Washington, DC, Aberdeen Proving
Ground, MD, Wright-Patterson Air Force Base. OH. and China Lake, CA.
All data were gathered between June and December, 1986.

To answer our questions. we:

observed live fire tests;

interviewed poD officials and outside experts in V.1 testing and analyvsis;
reviewed JLF and related live fire testing documentation; and

reviewed literature on v. L model validation and other literature as
applicable.
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Assessing Test Quality

During a prior review of the Joint Test-and-Evaluation Program (IT&E),
we developed a case-study method to assess the quality of the tests.”
The method included an examination of the seven steps in the test pro-
cess from understanding the context and defining the objectives through
planning and implementation. data analysis and reporting, to using the
results. For each of the steps, we identified threats to the quality of the
test and assessed the probable effect of each threat. The JT&E review
also considered test features such as realism in the selection of test
objectives; whether there were unjustified departures from the test plan
during implementation; whether the data analysis used explicit and jus-
tifiable criteria for excluding data and appropriate statistical controls
for threats such as attrition; and whether the reporting of results was
clear and comprehensive, with appropriately qualified conclusions and
recommendations congruent with the findings.

Because the JLF review was similar in many respects to the JT&E study,
we used the JT&E assessment methods wherever possible in the case-
study analysis of the completed Joint Live Fire Tests. Many of the stan-
dards are relevant to judging the quality of live fire tests, but there are
some points at which the nature of live fire testing dictated the use of
different standards and emphases and, correspondingly. the considera-
tion of different methodological issues. For example:

The operational tests reviewed in JT&E often managed to obtain fairly
large sample sizes in spite of the high costs of testing, through the use of
repeated trials with simulated firing. The extremely limited availability
of test targets and the limited number of shots possible on each target
for destructive live fire testing make issues related to small sample size
more important.

Tactical realism and training of participants are important in opera-
tional tests. but not important in live fire testing as currently practiced.

Since JLF was in the second year of its funding, and little actual testing
had taken place, we assessed the methodological quality of plans for
tests not yet conducted, in addition to completed tests. Our goal was to
identify methodological issues that could be expected to arise in the
course of JLF tests and live fire testing in general. Therefore, we
reviewed:

"L General Accounting Office. How Well Do the Military Services Perform Jontly in Combat?
00OD's Jount Test-and-Evaluation Program Provides Few Credible Answers GAO PEMD-81-3 Wash-
ington, DC: February 22, 1984
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all available master plans and detailed test plans that had been pre-
pared by the end of our review, and
all completed draft JLF reports.

We examined the process of overall planning, setting test objectives, test
planning, implementation, and the analysis and reporting of results. We
were able to capitalize on the existing variation in the test cycle across
systems to review different stages of the testing process occurring
simultaneously in our time window. Wherever reports were complete at
least in draft form we proceeded with a version of the JT&E case study
method.

By agreement with our requester, we did not conduct a detailed case
study of the Army’s tests of the Bradley Fighting Vehicle. There are
three reasons for this:

We have issued two reports on Bradley testing and will issue another
after Phase Il testing is completed.

The House Armed Services Committee, our requester’s parent commit-
tee, has already conducted their own investigation and issued a report
on the Bradley tests.

All Bradley testing was suspended during the time of our review pend-
ing approval of a new test plan, which we obtained only when our
review was nearly complete.

However, we did examine the methodological positions of the testers,
critics, and outside reviewers to derive general lessons to be learned for
the design and conduct of live fire tests. We reviewed and elaborated the
controversy over Bradley shot selection methodology, which we believe
has important implications for live fire testing in general. Several of the
armor test plans are being or will be revised in light of the Bradley
controversy.

External Comparisons

In order to provide a comparative context for methodological judgments
of current U.S. live fire test programs, we also examined past programs
and foreign programs. Past programs included the CARDE trials and the
GAU-8 tests on the armor side, and TEAS and live fire qualification test-
ing on the aircraft side. In each case we obtained and reviewed reports
and interviewed knowledgeable experts and, when possible, testers who
had been involved in the original tests. Foreign programs included activ-
ities in Israel and the U.K. (we found no evidence that other allies con-
duct live fire tests). We were not able within the time of our review to
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obtain documentation of foreign test programs or to interview officials
actually conducting tests. Qur understanding of these tests is based on
interviews with U, S, test officials and others who have knowledge of
the programs, and in one case. videotaped interviews with foreign
testers.

Models

Answering the third question of the request letter required that we
expand what was a minor issue for the JT&F work—the balance between
modeling and testing—into a major part of our review. In order to
assess claims about vulnerability modeling we focused on three ques-
tions about the vulnerability models that play a role in live fire tests: 1.
How well do the models currently predict vulnerability? 2. What role
will the models play in live fire tests? and 3. How will live fire tests be
used to validate or calibrate the models (one of the JLF objectives)?

During the course of reviewing the cases and the test plans, we assem-
bled information relevant to the role of vulnerability, lethality computer
models in live fire tests that have been conducted or proposed. We inter-
viewed vulnerability modelers at the Ballistics Research Laboratory
(BrL) and elsewhere to obtain their reaction to the model validation liter-
ature and to learn what procedures or decision rules they follow in
updating or revising their models in the light of live fire test data. We
were briefed by them about their general modeling procedures and
views of live fire testing and obtained documentation of the modeling
process and vulnerability methodology in general. We assessed the real-
ism of model assumptions and the quality of input data. but did not
attempt to evaluate the accuracy of the models’ computer code or the
physical theory supporting it.

We then reviewed the literature that attempts to assess the predictive
validity of vulnerability models with respect to test and combat data.
The goal of this review was to assess conflicting claims that were made
during the planning and implementation of JLF about the ability of mod-
els to predict live fire results. We were able to obtain the main studies
and analyses identified by both proponents and critics of modeling. It
was not possible in our time frame. though. to conduct a complete syn-
thesis of this literature.

Suggestions for
Improvement

One goal of the design outlined above is to move beyond judgments of
the quality of the few cases of live fire tests examined in the most detail,
and to isolate the distinctive problems of live fire testing as they emerge
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Organization of the

Report

W

from both the case st e e
Because the Joint Live Fire program as a whole is stlll at an ear ly stage
of implementation, and recent legislation has mandated live fire testing
of major new weapon systems, there is an important opportunity now
for any general lessons learned to be fed back into the live fire test
design and implementation process. We assembled suggestions made by
testers and experts we interviewed for resolving some of the difficulties
and added others that reflect accepted standards of applied research
practice. Our recommendations and suggestions are set forth in Chapter
B

The report is organized around the four evaluation questions noted
above, with one chapter devoted to each question:

Chapter 2 traces the development of the JLF program, and presents the
status of the systems and munitions originally scheduled for hive fire
testing.

Chapter 3 assesses the methodological quality of the test and evaluation
process to date, delineates key general issues in live fire testing, and
compares current U.S. efforts with past and foreign live fire testing
programs.

Chapter 4 reviews the advantages and limitations of full-up live fire
testing, and assesses the capability of other methods to complement live
fire tests, with particular attention to computerized models.

Chapter 5 identifies opportunities for technical and general improve-
ments in live fire testing.

Chapter 6 contains recommendations for the Secretary of Defense and
agency comments.
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Development of the
JLF Program

To understand the current status of specific live fire tests, it is first nec-
essary to review how the Joint Live Fire (JLF) program developed.

In the summer of 1983, the 0sp Director, Defense Testing and Evaluation
(DDT&E) nominated to the services a joint test and evaluation (JT&E)
initiative involving live fire of munitions against full-scale operational
targets. As with previous JT&E's, a joint test force would be established
1o plan and conduct the tests. The tests were to include ships as well as
aircraft and combat vehicles.

Service Response

According to a memo from the Principal Deputy Undersecretary of
Defense for Research and Engineering (USDRE) describing the services’
response to the proposal, the need for the program was “recognized by
all.” In fact, however, official responses from Joint Chiefs of Staff (Jcs)
and services do not confirm this:

The Marine Corps recommended against the nomination.

The Jcs, Army, and Navy recommended varying degrees of further
study before reconsidering the nomination.

The Air Force alone agreed to support the proposal pending resolution
of its concerns, one of which was participation by the other services.

General concerns were:

The work would duplicate ongoing efforts.

Necessary Soviet targets would not be available.

Financial responsibility for providing test assets was unclear.
Materiel costs would be high. with uncertain return.

The purpose and-or scope was unclear.

Additionally, the Jcs noted that there was no indication of how the test
tied in with joint operational requirements, how the data would be used,
and who would benefit from the results; they also questioned the need
for the test on the grounds that simulation in this area had been gener-
ally successful. The Navy stated that they constantly review ship design
considerations with respect to survivability and vulnerability, implying
that inclusion of ships in the test was unnecessary. The Marine Corps
cited concern with the manpower requirement of assigning one or more
officers to a joint test directorate.
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Eventually, all the services did agree to participate, on the following
conditions:

A joint test force would not be established. Instead, the program would
be planned and conducted by the Joint Technical Coordinating Groups
(JTCG's) for Aircraft Survivability (aircraft tests) and Munitions Effec-
tiveness (armor;anti-armor tests), two existing elements of the Joint
Logistics Command (JLC) with expertise in v L assessment.

Services would bear no financial responsibility for providing test assets.
Ships would be excluded.

The JTCG Tasking

The services were strongly against establishing a new joint test force.
The osD program manager agreed to the tasking of the JTCGs provided
DDT&E retained a level of control equivalent to that of any other joint
test. Reportedly, this was the first time DDT&E had directed a joint test
to an existing organization. This decision had both positive and negative
aspects. On the one hand, the core technical expertise was already in
place, and the test personnel had longstanding professional relation-
ships. thereby minimizing the “training” requirements and interservice
coordination problems characteristic of many joint tests. On the other
hand, the JTCGs had strongly held views about the objectives and meth-
odology of v L assessment which were frequently at odds with those of
the 0SD program manager.

While the aircraft JTCG was able to negotiate an acceptable compromise
strategy, the armor JTCG was not. This set the stage for much subse-
quent conflict and delay. In the view of at least one outside expert, task-
ing JLF to the JTCG's was a mistake because their attachment to their
vulnerability models made it difficult for them to plan and conduct
objective full-up tests.

Limited Service
Responsibility

A March, 1984, 0sp memo stated explicitly that "no unique service sup-
port will be required” for JLF. The interpretation of this by the JLF pro-
gram managers was that the services were under no obligation to
provide targets or related support. JLF's budget was to cover the cost of
replicas and munitions, but not costs of:

actual or surrogate armor and aircraft systems.
transport of actual or surrogate systems.
target restoration.

modification of vulnerability methodologies.
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As such, neither 08D nor the services were assigned responsibility for
these costs. In other words, no one was,

Exclusion of Ships

The Navy claimed that they had already conducted live fire tests in
1969 and 1970, with WW II hulks and Harpoon missiles. The 0sD pro-
gram manager did not believe those tests obviated the need for more
testing on ships, but told us he did not have sufficient time to work with
the ship community, in addition to the armor and aircraft communities,
to bring them on board by a spring, 1984, deadline. Consequently, ships
were excluded from the program.

Program Organization

Figure 2.1 is a JLF organization chart. Additionally. osp contracted with
the Institute for Defense Analyses (IDA) to monitor JLF and provide tech-
nical support. (pA issued their first report on JLF in March, 1986.

Current Status of

Tests

JLF and related live fire testing in oD has been marked by delays, inter-
ruptions, and removals of systems from the program. We describe the
status of tests separately for JLF: Armor and JLF: Aircraft.

JLF/Armor

There have been substantial delays and changes in the JLF. Armor sched-
ule. Table 2.1 shows the schedule as of January, 1985, and the revised
schedule as of October, 1986.
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Figure 2.1: JLF Organization Chart
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Table 2.1: Initial Schedule, Revised Schedule, and Reported Reasons for Changes, for JLF/Armor

Initial reporting date Revised reporting

Test (1/85) date Reported reasons for changes

[matenal deleted] 4QFY85 2QF YS90 Target unavaillable test design controversy
[matenal deleted] 2QF Y87 4QF Y90 Split into 4 series by munition type

U.3. M113 APC 4QFY86 a Removed by Army

U.5. MB0 Tank 4QFY86 4QF Y90 Test design controversy

[materiai deleted] 3QFY86 B 4QF Y89 Test design controversy

U.S. M1 Tank 2QFY88 é Removed by Army test design controversy
U.S. M1E1 Tank 2QFY89 B Removed by Army: test design controversy
[matenal deleted] 4QFY88 b Unanticipated expense of hve fire tests
[_r;atenal deleted] 1QFY8E a Target unavailable

[maternal deleted] B 2QFY89 o Unanticipated expense of live fire tests
[material deleted] 2QFY89 4QFY90 Target unavailable, test design controversy B
[material deleted] ~ 4QFY89 4QFY90 Target unavailable: test design controversy
U S. LVTP-7 Amphipious Assault Vehicle 4QF Y39 4QFY89 n/a

U 3 LAV Light Armored Vehicle 4QF Y89 3QFY89 Removal of other tests

Schedule Changes

#Not ver scheduled

UDropped from program; will nct be tested
Sources JLF ‘Armaor January 1935 Flan: JLF,Armer October 1986 Draft Revised Plan Interviews with
lest officals

FY 86 was to have been the second year of JLF, the first for a full sched-
ule of tests after modest beginnings in FY85. In fact, no shots were fired
at armored vehicles in FY86 within JLF.

No detailed test plans were approved by 05D during FYS86.

The Army removed some systems from JLF in order to conduct the tests
themselves, and others have been dropped altogether.

The tvpe of tests (see Table 1.1) proposed has changed repeatedly, from
inert tests including surrogates for threat vehicles. to exclusively full-up
tests, and back. as conflicts between JTCG ME and 0sp over testing philos-
ophy caused delays and uneasy compromises, and as direction from 0sD
changed with changes in personnel.

Soviet target vehicles originally thought to be among the easiest to
obtain were not obtained in time to meet the original schedule.

The Army Chief of Staff suspended the Bradley testing in April, 1986: it
was not resumed until October.

Testing of the M1 tank was put on hold. awaiting completion of the
Bradley tests, so as to reflect changes in the Bradley test methods.
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Reasons for Delays

The current JLF schedule is much reduced from the one proposed as
recently as January 1985. Only six distinct vehicles of the twelve origi-
nally scheduled will be tested within JLF before the scheduled end of the
program in FY 90, and although a number of munitions have been
added, the total number of munition types to be tested has been reduced.

When JLF was initiated in 1984, the Bradley vehicle. the M1 Abrams
tank. and the M113 armored personnel carrier were part of the program.
Initial JLF; Armor efforts were focused on planning the Bradley tests.
Shortly thereafter, however, the Bradley was removed from .ILF, by
agreement between the Army and 0sSD. The reasons given were that the
Army could test the Bradley earlier than the JLF program could and on a
larger scale. The Army could also provide target vehicles. Subsequently,
the Army also pulled the M1 and M1EL (now M1A1) versions of the
Abrams tank, as well as the M113, out of the program, giving the same
reasons. The JLF/Armor program manager predicted that the Army will
eventually pull out the MG60OAS tank as well. 0sD retained oversight
responsibility for these tests.

Tests conducted by the Army on the Bradley have included comparison
tests between the M113 and [material deleted] vehicle, but these were
not the full test series contemplated by the original JLF planners. The
only test series completed within JLF was primarily a training exercise
for damage assessors conducted in September of 1985 on a single train-
ing version of the M-48 tank and a previously tested [material deleted]
hulk. This test does not appear in any JLF schedules and is not men-
tioned in the draft of the revised plan. The first of the originally sched-
uled JLF/Armor tests began in January, 1987.

We have identified three reasons for the delays in the JLF: Armor testing,.

1) Controversy over testing methodology. The Bradley tests were to
serve as a methodological model for JLF/Armor tests. When questions
were raised by the former 0sp JLF program manager about the Army’s
Phase I Bradley live fire results reported to Congress in December 1985
and the conduct of Phase II Bradley tests in the Spring of 1986, the
Army stopped all testing on the Bradley. 05D and the Army at first
appeared to reach a compromise on methods for selecting shots and test
conditions, but in May of 1986 directed that two independent panels of
experts provide guidance to the Army on methodology for live fire test-
ing. While the Army waited for the recommendations of the advisory
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panels, which were to be incorporated in the revised Phase Il test plan,
no shots were fired.

The M1:M1Al tank test plan was frozen in draft form. to be revised to
reflect changes in the Bradley test methods. Similarly, plans for testing
the [material deleted] were suspended pending resolution of disagree-
ments between 05D and JTCG ME.

2) Unanticipated problems in obtaining targets. A major cooperative
arrangement with a foreign nation was to have been completed during
the first months of JLF. The JLF schedule had depended on this agree-
ment to provide a large number of [material deleted] for testing in JLF.
When the agreement collapsed the 08D Program manager sought to
locate replacements, without immediate success.

The test conducted on the M-48 tank and single [material deleted] hulk in
the Fall of 1985 was a stop-gap measure. It exploited targets that were
available, though not the ones originally scheduled for JLF testing.

3) Funding cuts. In addition, FY 86 funds were delayed and reduced by
20 percent by 0sp as of March 86.

JLF/Aircraft

Unlike JLFArmor, JLF; Aircraft has planned and implemented their test
program without major interruption, vet not without delays. Table 2.2
shows the initially scheduled reporting date, the revised reporting date,
and the reasons for slippage, tor all FY85 and FY86 tests.
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|
Table 2.2: Initial Reporting Date, Revised Reparting Date, and Reported Reasons for Changes, for JLF/Aircraft FY85 and FY86
Tests

Initial reporting Revised reporting

Iesi - date (10/84)7 ~_date Reported reasons for change

F-15/16 Engine Steady State Fuel 6:85 1,867 Data reduction facility overloaded hardware modification
Ingestion required

UKH-60 Tailbcom Hydraulic System 8/85 4,87 Hydraulc tubing unavaillable; testing and reporting

rescurces diverted to non-JLF test, reporting lime
underastimated

F-15/16 Hydraulic Fluds 2/86 5/87 o AF requested trade-in of arflow engines replacements
were missing parts; 2 fluids added. facility fira

F-15/16 Engine Quick Dump Fuel 4/86 4/87 Test required invention of new injection device AF

Ingestion requested capacity increase. tesl personnei diverted to
non-JLF test, reporting time underestimated

F;/A-18 Engine Rotating Core 5,86 12,87 Non-operational engine unavailable, test deferred

UH-60 Main Rotor Blade 7/86 6/87 Reporting time underestimater ) i

UH-60 Engine Controlled Damage 8/86 4,87 1st attempt to create hydraulic load unsuccesstul,

subsequent use of a load abisorbing pump delayed by
design problems; reporting tirne underestimated

UH-60 Main Rotor Flight Controls 9/86 5,87 Prototype servos discovered to be inadequate; naw
servos arrived disassembled with parts missing; complete
set of fhight controls still unavailable

F-16 Emergency Power System 9,86 k ' 7,87 Facility fire

Hydrazine Tan

Av-8B Flight Controls Mechanical 11/86 s 5/87 Aircraft arrived 6,86, support equipment arrived 10,86

Component test personnel diverted to non-JLF test. reporting time
underestimated _ . L

AV-8B Flight Controls Reactive Control 12/86 5,87 Aircraft arnved 6,86, support equipment arrived 10,86,

System lest personnel diverted to non-JLF test reporting time
underestimated ] i ~

UH-60 Engine Compartment Fires 3/88 9/88 Moved to FY87 due to unavailablity of engine

compartments fuselage. and fught deck

*The report was reviewed and revised for an additional 6§ months before reaching final torm Thig was
attributed to additional coordination required tecause a Nav, test agency had testad an Arr Farce
engine The additional coorcination bme was not considered in theg inibial planning

Sources JLF Arrcraft October, 1984 Masier Plan JLF ‘Arrcraft F Y86 Detailed Test Flans inlersiews with
test otficials

Schedule Changes FY85 and FY86 testing was initially scheduled to result in 9 reports by
the end of FY86: however, only 1 was completed and it only in draft
form. If the revised schedule is met, the average delay will have been
almost 11 months.

Reasons for Delay The principal delaying factor has been lack of test targets. Some other
factors, such as diversion of test personnel and facilities, are in part sec-
ondary effects of the lack of targets; the personnel and facilities are re-
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allocated to other tests, and may not be immediately available when the
awaited test targets finally arrive. JLF/Aircraft test officials anticipate
further delays in FY87 testing and beyond for the same reasons. An
FY87 funding cut of 33 percent and anticipated Gramm-Rudman-Hol-
lings cuts are also expected to cause delays in FY87-FY90 testing. Sev-
eral test reports are behind schedule because the time required for
report writing was underestimated.

Differential Progress of
JLF/Armor and JLF/
Aircraft

As is evident from the above discussion, JLF/Armor has had considera-
bly more difficulty implementing their program than JLF/Aircraft:

The JLF/Aircraft plan was approved by the former 0sD Program mana-
ger in 1984. A 1984 JLF/Armor plan was rejected.

A revised JLF/Armor plan, produced in January, 1985, was approved by
0SD but approval was later rescinded.

A new revised plan was tentatively approved in Nov., 1986 by the cur-
rent 0sD program manager pending revisions, but final approval had not
been obtained as of March, 1987.

According to a memo from the Principal Deputy USDRE, the original
armor plan was inconsistent with the objectives of JLF. The primary
objection was that major contributors to armored vehicle vulnerabil-
ity—specifically fuel, ammunition, and hydraulic fluid—were not pre-
sent in the majority of tests. Instead. the plan emphasized tests on inert
targets to “characterize” warheads and assess behind armor effects, so
as to perform final vulnerability assessments by computer modeling.

By contrast. the aircraft plan was described as responsive to the pro-
gram objectives, because its planned replica and component tests
included fuel, ammunition, and hydraulic fluid, to be followed by **suffi-
cient” full-up, full-scale aircraft tests to validate component and replica
results.

A January, 1985 revision of the JLF/Armor plan was approved by 0SD.
This plan was in effect for over a year, after which the incoming DUS-
DRE(T&E) (formerly, DDT&E) required another revision, at the urging of
the former 0sb program manager. He also required a revision of the
[material deleted], the one JLF/Armor test for which a formal plan had
been completed. Meanwhile, JLF/ Aircraft has proceeded, essentially
implementing their original 1984 proposal.
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Conclusions

The JiLF/Armor program manager told us he was ““dictated to almost
daily™ by the former 0SD program manager, while JLF/Aircraft was left
alone. In his view, their initial proposals were essentially no different:

Both had similar phasing logic, with a controlled progression up to full-
scale firings.

Both emphasized component, or “"off-line" tests.

Both relied on replicas and surrogates.

In fact, both armor and aircraft officials had serious differences of opin-
ion with the former 0sD program manager as JLF was being planned.
According to JLF/Aircraft officials, he had initially wanted to forego the
component, replica, and surrogate testing and concentrate on full-up,
full-scale targets from the start. They report persuading him that this
would not be feasible from a cost and availability standpoint. and that
little would he learned by destroying aircraft without first studying the
components. However, this is essentially the same argument made—
unsuccessfully—by JLF/ Armor officials.

The former 0SD program manager admitted he had been harder on JLF/
Armor but with justification. Essentially, he trusted .JLF/Aircraft and
did not trust JLF/ Armor. His reasons were:

JLF: Aircraft’s proposal focused on fire and explosions; JLF; Armor’s did
not.

JLF/Aircraft component tests were primarily full-up: JLF/Armor’s were
not.

JLF/Armor’s program logic was dominated by models; JLF/Aircraft’s was
not.

JLF/Aircraft had a track record with TEAS; JLF/ Armor did not.

As a result, JLF/Aircraft was able to negotiate an acceptable approach
with the former 0sD program manager while JLF/Armor was not. The
consequences are apparent in the differential progress made by the two
components. The mistrust probiem appears to have been solved by
replacing the 0sD program manager, but the differential progress
persists.

In this chapter, we addressed the evaluation question, *What is the sta-
tus of each system and munition originally scheduled for live fire test-
ing?” Our conclusions follow.,
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Development of JLF

The services’ original response to the proposal for JLF was
unenthusiastic.

The arrangement worked out by osp for conducting JLF with the JTCGs
avoided some problems characteristic of joint tests, but also contributed
to dissension over the objectives of JLF and led to many implementation
difficulties.

The arrangement did not adequately designate budgetary responsibili-
ties. The services were not responsible for supplying targets or related
support, nor were these covered under JLF's budget.

Current Status of Tests

JLF;/Armor

JLF/Aircraft

Differential Progress of JLF/
Armor and JLF/Aircraft

There have been major slippages in the JLF; Armor test schedule.

Of the Army’s four vehicle types initially in JLF, three have been
removed (Bradley vehicle, M1/M1A1 tanks, and M113 Apc). Only the
M60A3 tank remains, and it too may be pulled out.

The Army’s Bradley testing resumed in October, 1986, after a six-month
suspension.

Prolonged controversy between 0sD and the armor testers over the pur-
poses of JLF and appropriate methods for conducting and analyzing tests
has pushed back the overall JLF/armor schedule. The first of the origi-
nally scheduled JLF/Armor tests began in January, 1987, almost two
yvears behind schedule.

JLF/armor has been hampered by greater difficulty than was anticipated
in acquiring target vehicles, especially [material deleted].

Even with no further schedule slippages or problems in obtaining
targets, only half (six of twelve) of the originally scheduled armor;anti-
armor tests would be completed during the term of JLF.

In contrast to JLF;Armor. JLF,/Aircraft has planned and implemented
their program without major conflict or interruption.

The schedule has been delayed. but less severely than JLF, Armor.
Target availability has been the principal problem.

JLF.Aircraft’s initial proposals (high emphasis on fire and explosion and
full-up shots, low emphasis on computerized v L. modeling) were compat-
ible with 0sSD’s interpretation of JLF program objectives, while JLF/
Armor’s proposals (low emphasis on fire and explosion and full-up
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General

shots, high emphasis on modeling) were not. The differences between
0sD and JLF/ Armor were fundamental and never satisfactorily resolved,
contributing to a relationship of mutual mistrust between JTCG ME offi-
cials and the former 0SD program manager. The mistrust problem
appears to have been solved by replacing the 0sD program manager, but
the disparity in progress between the two components in implementing
their programs has continued.

Target availability is expected to remain a problem for both JLF/Armor
and JLF/ Aircraft. Recent live fire legislation requires the services to pro-
vide targets for testing new systems, but this has no impact on the
fielded systems in JLF.

Both JLF/Armor and JLF/Aircraft have suffered budget cuts from 0SD.
These ranged from 20 percent to 33 percent.
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In this chapter, we review the overall JLF planning and the few detailed
test plans (DTPs) and draft reports that exist. Because JLF is in an early
stage, we could make only a limited assessment of the methodological
quality and realism of tests at this time. We realize that testing to date
may not be representative of subsequent testing; our emphasis is on
identifying methodological issues of potential concern for the remainder
of JLF and for future live fire testing programs.

The reasons that limited information is available for assessing JLF test
quality are as follows:

For JLF/Armor,

« None of the originally scheduled JLF/Armor tests have yet been com-
pleted within the formal JLF structure. The only armor tests completed
within JLF are: 1) an unscheduled training exercise and methodological
demonstration, in which four shots were fired at an old U.S. M-48 tank
and three at a [material deleted] hulk; and 2) a series of 10 shots fired
against the [material deleted] vehicle. The [material deleted] shots were
intended only for comparison with the full-up Phase I Bradley shots con-
ducted by the Army. They were not the complete series of tests listed in
the initial JLF schedule.

« The detailed plans and JLF reports for these tests exist only in prelimi-
nary draft form.

« The only completed pTP for a JLF/Armor test in the initial schedule was
for the [material deleted]. This plan exists only in several draft versions
that had not been given final acceptance by 0SD during our review.

« Adraft pTp for the M1 Abrams tank was written, but is being revised to
reflect the approach taken in the Bradley Phase II plan.

For Jurs Aircraft,

« No full-up full-scale testing is scheduled before FY1988. Consequently,
no full-up testing was conducted during our time frame. Since JLF; Air-
craft does not publish a DTP prior to the fiscal year in which the test will
be conducted, pTPs for full-up tests were also unavailable.

« Though FY85 and FY86 testing has proceeded. only one draft report was
produced as of December, 1986. Consequently, we have only limited
knowledge—primarily from discussions with test offici
mentation, analyses, and results.

After discussing the overall program objectives covering both compo-
nents of the program, we review JLF/Armor and JLF;Aircraft separately
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Program Objectives

These sections are followed by a more in-depth discussion of the key
general issues identified during our evaluation, and comparisons with
past and foreign live fire testing programs.

The objectives of JLF and live fire testing in general have not been con-
sistently stated by all the involved participants. (We discuss this in
detail later in the chapter). At the working level, however. the JTCG's
for JLFsArmor and JLF/Aircraft attempted to unify the program by spec-
ifying a common set of objectives. These were to:

1) Gather empirical data on the vulnerability of U.S. systems to [mate-
rial deleted] weapons and the lethality of U.S. systems against [material
delered] targets.

2) Develop insights into design changes necessary to reduce vulnerabili-
ties and increase lethalities.

3) Enhance the data base available for battle damage assessment and
repair.

4) Use test data and results to validate (calibrate) lethality and vulnera-
bility models.

The only differences between .ILF: Armor and JLF/Aircraft were:

In objective 4, “validate” was used by JLF; Aircraft while “calibrate™
was used by JLF/Armor. We attach no particular significance to this dif-
ference because the terms appear to be used interchangeably in the v L
community

The objectives were described as in order of priority by JLF: Aircraft: no
priority was assigned to them by JLF, Armor.

For our purposes, the first three objectives are not stated in an evalu-
able way. "Gather empirical data” on vulnerability and lethality,
“Develop insights™ into design changes, and “Enhance the data base”
for battle damage assessment and repair, will all be accomplished
regardless of the methodological quality, realism, cost-effectiveness. or
usefulness of the program. There are no specified comparisons to be
made or criteria to be met, only a statement that the state of knowledge
on the vulnerability or lethality of weapon systems will somehow be
improved. In contrast, the fourth objective—~validate (or calibrate)
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JLF/Armor

lethality and vulnerability models—has at least an implied criterion to
be met (validation by test data).

JTCG Objective 3 exploits a side benefit of live fire testing in that dam-
aged systems are produced as a byv-product of the testing process. While
battle damage assessment and repair is clearly an important function
for DoD, it is outside our main evaluation focus, which is the methodolog-
ical quality of the test and evaluation process. Therefore, we do not
address Objective 3 in this review.

For JLF; Armor, we address overall planning. setting test objectives, test
planning, implementation, and analysis and reporting. Our review
included any planning and related information on all proposed tests, as
well as all available reports on completed tests. Table 3.1 identifies the
individual tests we reviewed and Table 3.2 identifies the principal docu-
ments we used. Individual tests are treated in more detail in Appendix
II.

Page 38 GAO PEMD-87-17 Evaluating Live Fire Testing Programs



Chapter 3
What Has Been the Methodological Quality of
the Test and Evaluation Process?

Table 3.1: Live Fire Tests Individually Reviewed

Test

[material deleted] (March 1986 Flan)

U S. M-48 Tank

[material deleted]

U.Sﬁédley vehicle
Phase |

Ugﬁﬁy Vehicle
Phase il

Aircraft B
U.S. F-15/F16 Engine
Steady-Slate Fuel ingestion

Munitions

Status

AT-4 Antitank Weapon {12)?
LAW Light Antitank Weagpon (12)
TOW It Missile (14)

Basic TOW (€)

BLU-97 Bomblet i 10)

M42 Grenade (9)

M7 18 Mine (8)

M833 105mm: Projectile (12)
M392 105mm (4)

of Soviet 115mm projectile) (4)
TOW Nissiles (3)

LAWS (6)
120 mm HEAT (1)

Plan not approved by OSD

prepared

Testing completad- preliminary draft rebort
prepared -

[matenal deleted]
TOW Missiles (14)
120mm HEAT (2)
Rockeye Bamblets(7)
M718 Mine (6)

30mm (UK) (5)

32 HEAT (15)

Testing completed by army, reported to
Congress

[material deleted]
TOW?Z Missiles (7)
TOW (2)

30mm (UK) (8)
120mm HEAT (4)
Mine (1)

Testing interrupted: resumed after
preparation of detalled test plan

Testing Zoimgle?di Er;ﬂirépioaepared

Yy = Number ¢t shots aith each murnition t, pe
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Table 3.2: Main Documents Used in
Reviewing the Quality of Live Fire Tests

Program component

Documents

Gverall JLF Program

JLF Charter, March 27, 1984
IDA March 1986 JLF Report

JLF Armor -

January 1985 Plan
October 1986 Revised Plan (Draft)

JLFAucralft

February 1964 Preliminary Plan
Cctober 1984 Master Flan
FY86 Detailled Test Plans

[material dTaIered] -

Detaiied lest pian {in January 1985 JLF/Armor Test Pian)
March 1986 Detailled Test Plan

Outline Test Plan (in October 1986 Revised JLF/Armor Plan)
IDA March 1986 JLF Report

US M-48 Training Test

Detailed Test Plan
Preliminary Draft JLF Report
IDA March 1986 JLF Report

[mate?lal deleted]

Detailled Test Plan
Preliminary Draft JLF Report
Bradley Phase | December 1985 BRL Report

us Bradley Fighting vehicle
Phase | Test

December 1985 BRL Report

OSD Program Manager's December 1985 Report to
Congress

GAC Report of March 1986

HASC Staff Report

BAST June 1985 Repart

U'S Bradiey Fighting Vehicle
Phase Il Test

BAST Gelober 1986 Report
Ocrober 1986 Detalled Test FPlan

US F-15/F-16 Engine
Steady-State Fuel Ingestion
Test

Detailed Test Plan o

Overall Planning

The first JLF: Armor plan (submitted in 1934) was rejected by 0sD.

According to a memo from the Principal Deputy USDRE, it was inconsis-
tent with the objectives of JLF, The primary objection was that major
contributors to armored vehicle vulnerability—specifically fuel, ammu-
nition, and hydraulic fluid—were not present in the majority of tests.
Instead, the plan emphasized tests on inert targets to “characterize war-
heads and assess behind-armor effects,” so as to perform final vulnera-
bility assessments by computer modeling.

The second plan. published in January, 1985, was accepted by 0sD. This
plan focused more on vehicle tests, with only occasional indications that

Page 10 GAO. PEMD-87-17 Evaluating Live Fire Testing Programs



Chapter 3
What Has Been the Methodological Quality of
the Test and Evaluation Process?

warhead characterization and behind-armor effects tests would also
have to be conducted (the one DTP contained in the plan did not propose
any such tests). There were to be twelve series of tests, organized
around eleven distinct armored vehicles, [material deleted] (In addition,
[material deleted] were to serve as surrogates for [material deleted].)
Thirty-six different munition types were proposed for testing. It was
estimated that there would be between 1,370 and 1.870 total shots fired
in the program. In addition to the four formaliy stated .JLF objectives, the
early tests were also to result in new damage criteria and an updated
version of the Standard Damage Assessment List (SDAL) used to quantify
observed damage to armored vehicles. The plan contained the first ver-
sion of a DTP for the [material deleted], which was to be the first JLF/
Armor test.

An October 1986 draft revision of the JLF/Armor plan retreats from the
position that JLF will accomplish all four JLF objectives.! Acknowledging
that the varied needs of the users of live fire test data prevent any one
test series from fully addressing all concerns, it proposes that the JLF/
Armor tests therefore focus on the empirical representation of the
lethality and vulnerability of U.S. weapons (Objective 1). It includes out-
line test plans organized around Soviet and U.S. armored vehicles. These
specify the number of each type of vehicle and munition required. and
the approximate time span required for planning, implementing, analyz-
ing, and reporting each test. Actual shotlines—that is, the projected
path of each shot—are not specified, but the plan indicates that each
test will employ a mixture of systematically selected and randomly
selected shots. There are descriptions of test setups and instrumentation
and discussions of the uses to be made of the data.

The October 1986 draft plan acknowledges that experimental validation
of sophisticated vulnerability models would be prohibitively expensive,
and will not be accomplished by JLF "in a rigorous mathematical or sta-

tistical sense.” Instead, the test data will be used to increase confidence

In models or to suggest improvements in them.

In important respects, the October 1986 draft revised JLF: Armor plan
resembles the first plan produced by ITCG ME for JLF in 1984, which had
been rejected by 0sD. Specifically:

LAs of March 1087, this plan had still not been accepted by the OSD program manager. He cited two
reasons: lack ot an evaluation plan and inadequate procedures for assessing crew effects 1le cited no
disagreement with the general direction of the plan
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Selection of Vehicles

Selection of Munitions

Approximately two-thirds of the shots will be "warhead characteriza-
tion™ or “behind-armor debris’ studies involving the interaction of
munitions with armor plate targets rather than shots at vehicles.

Target condition is mostly inert or semi-inert; only one-third of the shots
will be on vehicles, and only 20 percent of these will be full-up; in 80
percent of the shots the vehicles will be loaded with dummy major-cali-
ber ammunition or without fuel in their tanks.

The draft plan is also more similar than the earlier plan to the .JLF; Air-
craft DTPs in its use of components and replicas, e.g., a test of a "*fuel cell
in a steel box, the equivalent of a surrogate vehicle.”

Two additional topics fall under overall planning rather than individual
test planning: selection of target vehicles and selection of munitions for
inclusion in .ILF testing.

The January, 1985, plan states that the selection of armored vehicles to
be tested, while subjective, was based on military value, critical data
deficiencies, target cost, test cost. and the projected worth of the data.
Without more detail about the process, it is not possible to assess the
strengths or limitations of vehicle selection. The plan acknowledged that
availability of equipment might prove to be the limiting factor in imple-
menting the tests. The October 1986 draft revised plan contains no over-
all rationale for the selection of vehicles, but each of the outline test
plans discusses the interest in the particular target vehicle that is to be
tested. Some problems with target availability are still anticipated.
QOverall, only 6 of the 30 vehicles that will be required for the tests out-
lined in the plan were on hand as of October, 1986.

The January 1985 JLF/ Armor plan states that the anti-armor munitions
selected were as exhaustive a list as time and money would allow. They
were required to be in the current inventory and to have been designed
with the objective of defeating armor. The plan included a matrix which
displayed the munitions proposed for testing versus the target vehicles
in the program. The range of munitions chosen appears to be realistic.

The draft revised plan of October, 1986, introduces a criterion for
excluding munitions such as the Hellfire missile (originally included)
because they are large “overmatches™ for currently fielded armored
vehicles. It also excludes obvious “undermatches™. which would have
little chance of producing significant damage to a particular vehicle. The
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stated rationale is that testing a munition that cannot be prevented from
penetrating or will clearly not penetrate a vehicle is a waste of scarce
and costly resources. We were told that more detail on the rationale for
including particular munitions would require plans to be classified.

Setting Test Objectives

The outline test plans in the October 1986 draft revision of the JLF-
Armor plan each list several of the overall ILF objectives as major test
objectives. Each test outline lists a specific objective as well. Some of
these may be infeasible goals for the tests as described. For example:
one test proposes to determine the likelihood that an uncontrollable fire
will result from penetration into the diesel fuel stowage cells of armored
vehicles. But only one vehicle with replaceable fuel cells and armor
panels will be tested. Although the setup may produce reliable results
for the particular configuration tested, the generalizability of the results
to other armored vehicles is questionable. The objectives of the Bradley
Phase II plan are more specific.

The JLF/ Armor outline test plans are primarily focused on the objective
of quantifying the vulnerability of armored vehicles and the lethality of
anti-armor munitions (that is. JTCG Objective 1). They propose to
accomplish this by using the results of numerous “off-line,” or subscale
tests of armor-warhead interaction, behind-armor debris, and compo-
nent tests as input to computerized vulnerability models. Concern about
target availability and loss of information in catastrophic events has led
planners to propose that only 20 percent of the shots on vehicles involve
full-up targets. With respect to model validation (JTCG Objective 4). the
results of the tests will be used informally to improve or update models,
but the plan acknowledges that statistically rigorous model validation
will not be pursued in JLF/Armor because it is not economically feasible.

The objective of developing design insights for vulnerability reduction
and lethality improvement (JTCG Objective 2) is not addressed by the
plans in the most direct way possible: There were no plans in JLF as of
December 1986 for comparative tests of proposed vulnerability fixes on
full-scale U.S. systems, like the Army’s Bradley Phase Il tests. There are
plans, though, to conduct comparative tests of the effects of radiation
liners and applique armors on the vulnerability of [material deleted} and
of the applique armor to be added to the M60A3. Because only fielded
anti-armor munitions will be tested in JLF, the use of the tests for the
improvement of lethality is toward future munitions.
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Rather than directly reflecting the JTCG statement of program objec-
tives, draft versions of other plans contained objectives that reflect
methodological questions whose answers could aid in the design or con-
duct of live fire tests:

One version of the [material deleted] plan proposed to test the differ-
ences between static firings (munitions fixed to the target) and dynamic
firings (munitions fired from a distance) of shaped charges.

The M-48 test was intended to train damage assessors.

Inert M-48 shots were compared to full-up shots on a [material deleted]
hulk and these were treated as a methodological comparison.

A main objective of one test conducted, that of training damage asses-
sors during the M-48 test, was unrealistic in the time available. The brief
course conducted at the test site did not succeed in training the damage
assessment teams to fill out forms with acceptable accuracy or consis-
tency across assessors. The training consisted of only a few classroom
sessions supplemented by discussions with an instructor between the
shots. One tester suggested that a full yvear’s experience might be neces-
sary to produce an acceptabie level of competence in damage
assessment.

Test Planning

Design Efficiency

Test designs in the outline plans are generally congruent with test objec-
tives. Newer plans such as the Bradley Phase Il place more emphasis on
estimation of casualties and the effects of fire and explosion than previ-
ous Bradley or JLF/Armor plans.

The outline plans in the October 1986 draft revision of the JLF, Armor
plan are more realistic in providing lead time for the acquisition of
targets. However, some have still specified targets that may not become
available. For example, the planned test of the Marine Corps’ Light
Armored Vehicle (LAV) is designed to require a minimum of two proto-
types and a ballistic hull. but only one vehicle has been obtained, and
the JLF/ Armor program manager described the prospect of obtaining
others as "dim.”

Tests are designed to be efficient with respect to conservation of target
resources. For example:

Inert testing of vehicles will precede full-up testing.
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Shot Selection

Effocts on volatile components will be determined prior to placing those
components in vehicles,
Shots will be sequenced to stave off catastrophic damage.

The newer plans pay considerable attention to target preservation and
the sequence of shots, because target availability has been such a persis-
tent problem.

Shot seleetion has been a point of controversy in the planning ot gLy
Armor tests as well as in the Army’s Bradley tests. The concern was
that judgmental selection of shots could bias the results, directing a dis-
proportionate number of shots at less vulnerable arcas, and thereby
make the vehicle appear less vulnerable than it actually was, Earlier
dratt Ly plans also relied on judgment for the selection of shots. The
March 1986 [materiat deleted] e, for example, proposed the selection
of shotlines with azimuths at 30 degree intervals around the vehiele and
impact points based on engineering judgments about particular compo-
nents. We found no evidence of intentional bias in this proposal. For
example:

In the March 1986 [material deleted] 0Tr, no shots with the LAW or AT-4
light infantry antiarmor weapons were planned to impact the lower
frontal glacis plate or the front of the turret because previous tests indi-
cated that an infantryman would have little or no chance of kilhing the
[material deleted] with shots in these locations. Firing most test shots at
the more viulnerable sides ot the tank would constitute bias only if the
results were generalized to the vulnerability of the tank as a whole, and
the October 1986 draft plan clearly indicates that any randomly selected
shots not fired because their effects are claimed to be known will none-
theless be incorporated into the analysis. Shots of certain munitions into
main gun ammunition, for cxample, will not be fired, but still scored as
catastrophic Kills.

The newer plans, including the outline plans in the October 1986 draft
plan, incorporate some of the changes introduced by the Bradley
CONLrOVeTsy:

The use of a method of random shot selection from combat distribu-
tions—that is, data showing where vehicles were hit in combat—ipro-
posed by the Board on Army Science and Technology (BasT). This is a
change from the judgmental shot selection proposed in some earlier
drafts of pips. It will improve the combat representativencess of the shot
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Omitted Information

selections and reduce the opportunity tfor biases to enter the shot selec-
tion process.

There are proposals to combine center-of-mass aimpoints with dynamic
firings from combat realistic ranges. The resulting dispersion of tmpact
points is expected to resemble combat distributions, but this is open to
question,

[Towever, the Bradley Phase II plan misstates the position of the pasr
report on shot seteetion methodology as recommending the munimum
number of shots required per munition tvpe to establish with reasonable
confidence that observed vulnerability differences between specified
test targets are true ditferences. In fact nast explicitly stated that the
number of live fire shots required for reliable vulnerability assessment
is an open question, and their selection of 20 shots was dictated by the
osh request, not by statistical considerations.” In addition, the plan
states that Bast selected the specific shotlines to be used in the test, but
the BasT report and its cover letter make it clear that BAST was only
suggesting an interim method for selecting shotlines. BasT specifically
stated that the shotlines appended to their report were the results of a
“trial use” of the method, and did not constitute recommendations as to
which shotlines should be used for the Bradley. They stated that the
responsibility for choosing shotlines was the Army’'s. The Bradley Phase
II plan stated that the BasT selections sufficed for the Army’s goals, and
the 20 Bast shots were therefore adopted without modification.

The 1986 draft outline test plans omit some important information. such
as the rationale for specific shotlines. [HHowever, more complete DTPs are
to be produced prior to each test. It remains to be scen whether the Ly
Ures, when written, will adequately address these topics. An earlier
draft pre for the [material deleted] did contain detailed rationales for
shothne selection based on engineering judgment.

The Army’'s Phase I Bradley plan is the most detailed and thoroughly
specitied of the live fire test plans we have reviewed. It omits little
information about test provedures that could be required of a vre. Its six
volumes includes:

detailed descriptions of the procedures to be followed in all the subtests,
predictions generated by vulnerability models for all proposed impacts,

“OND B stated that 3 shots were avinlable, BAST felr that 20 shots, disteitbured over fonr mani-
fons, would be “nore representatine
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o detailed diagrams of the vehicle configuration and stowage plans and

idetailed evaluation or analysis plan.

It removes test implementation decisions from the informal judgments
ot testers. specityving contingency plans for departures from planned
procedures during the tests, and requiring that they he approved by osb.

The statistical validity of live fire resualts has been problematic from the
beginning ol aLr. Recent plans are more explicit about the extent ol the
problem and contain al least some attempts to cope with it For example,

The January 1985 001 Armor plan argues that costs and other con-
straints on the testing of complex tull-scale systems would prohibit the
collection of data sufficient to produce stable, reliable estimates of kill
probabilities directly from live fire data. The sample sizes would be (oo
small. This is the rationale for using live tre resules to cahibrate models,
instead, and then to use the models (o produce estimates ot overall kill
probability. There is, however, no discussion of the sample sizes that
would be required to validate or calibrate v Lomodels in the January
1985 plan.

The October 1986 plan acknowledges the impossibility of experimens-
tally vahdating madels in a rigorous statistical sense with the numbers
ot shots possible inlive fire tests.

The Bradley Phase I plan spectfies a statistical analysis of marched
shots on two versions of the vehicle, even though its appropriateness is
questionable.

The dLF Armor tests have encountered difficulties i implementation
resulting from disagreements over test design and target avatlability
Four tests were originally scheduled For completion by the end of FY 6.
Two tests were completed, but these were not among those originaly
scheduled, and they were made possible by the existence of the Army's
Bradley testing program and by using available but less-than-realistic
Largets.

Not all departures from test plans were justified in the draft test
reports. For example, TLS, surrogates were substituted for the actual
Soviet munitions that were to be loaded into the fmatenal deleted] tor
the shots comparing its vulnerability with the Bradiey’s. Becanse the
surrogate munitions may react more violently than the actual Soviet

munitions the comparison may be misleadimg, although test officials

lage 47 GAQO PEMD-K7-17 Evaluating Live Fire Testing Programs




Chapter 3
What Has Been the Methodological Quality of
the Test and Evaluation Process?

argue : that ::7 one of ::. ten comparison shots could have been
strongly aftfected by the differences.

In <o, the implementation problems of Jik Armor have been very seri-
ous, sumee of the twelve tests originally scheduled, none has been ¢on-
ducted within g

Analys

s and mm_:: ting

The air reports on the [material deleted] and M-48 were still prehminary
drafts as ol December. 1986, although a summary report of the [material
deleted] results was included i the Army’'s Bradley Phase 1 report that
was sent to Congress in December, TO8K, The a1 drafts cach consist of
few pages of rough copy and more than a hundred pages of raw data in
the form of photographs of damage and damage assessment forms. Bil.
personnel assigned P, s to the four M-48 shots, but the results were not
analyzed further. It is not possible to assess the way JLE data will be
analyzed and reported on the basis of these preliminary drafts. We note
that the results for the first two tests were still in this preliminary form
more than one yvear after the tests were completed.

Although the dratt L report on the fmaterial deleced] tests acknowl-
edged that the surrogate munitions may react more violently than the
actual Sevier munitions, potentially biasing the Dradley [material
deleted| comparison in favor of the Bradley, this is not mentioned in the
report presented to Congress. Because the [material deleted] shots were
intended to provide context for the pereeption of the Bradley's valnera-
bility, we believe that questions about the equivalence of the surrogates
should have been reported.

The three shots against a burned-out material deleted] hutk conducted
at the time ot the M-48 test have not been reported ina separate JLe
report, but only as part of the 1ba report on the first year of 101 1ha
concluded that there are tradeofts between inert and full-up testing
(recall that the M-48 was tested inert while the {material deleted| wa
tested full-up). Inert testing provides detailed information on behind-
armor effects, while full-up testing provides unambiguous information
on catastrophic Kills, The wa conclusion reflects the fact that all three ot
the [matenal deleted| shots led to catastrophic fire or explosion resulting
from impacts on main gun ammunition.

We believe that empirical demonstrations of the consequences of adopt-
ing different methodologies are desirable, but this test was i questiona-
ble basis for a general conclusion about inert versus full-up testing:
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Although the two tanks are of the same general class, they were in very
different states of repair and combat-readiness, apart from whether
they were loaded with fuel and ammunition.

The [material deleted] was missing most of its internal components. The
presence of internal components can prevent some impacts on ammuni-
tion that cause catastrophic kills, and provide data on component dam-
age by debris when catastrophic kills do not result. Althongh some
components were simulated with sheet metal after the first shot, it is
not known whether their masking effects were equivalent to actual com-
ponents, and unambiguous assessment of damage to components would
not have been possible even if catastrophic kills had been avoided.

The proper comparison for conclusions about the differences between
inert and full-up tests is between vehicles of the same model differing
only in whether they are loaded with fuel and amrunition.

JLF/Aircraft

For .iLr; Aircraft, we again address overall planning, setting test objec-
tives. test planning, implementation. and analysis and reporting. Our
review includes any planning and related information on the complete
universe of proposed tests, as well as all available reports on completed
tests. Table 3.1 identifies the individual tests we reviewed and Table 3.2
identifies the principal documents we used. Individual tests are treated
in more detail in Appendix II.

Overall Planning

The overall plans were published in a Preliminary Plan in February,
1984, and a Master Plan in October, 1984. The Preliminary Plan pre-
sented the general test concept and program logic, while the Master Plan
documented the funding requirements, objectives, test approach, hard-
ware and facility requirements, and schedule for each test. organized by
aircraft system. In all, this encompassed 97 tests. The Master Plan
closely followed the concept and logic of the Preliminary Plan. Both doc-
uments were clear and well organized.

The program was conceived in 6 phases:

tri-service test plan development

test preparation

component testing

replica:surrogate tests

full-scale aircraft tests

vulnerability reduction technology tests
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Selection of Aircraft

There is some overlap between phases. but in general they were
intended to proceed sequentially. As a consequence, full-up, full-scale
testing comes late in the program.

Aircraft were selected based on the JLF objective to test the vulnerability
of first line tactical aircraft. The selections were made to ensure a repre-
sentative, tri-service cross section of currently employed aircraft, i.e.,
swing/swept wing. fixed and rotary wing, single and multi-engine, tur-
bofan and turbajet. thrust vectoring, and metal and composite construc-
tion. The probability of obtaining a particular aircraft was also
considered, but JLF officials report that no aircraft were actually
excluded on the grounds that they could not be obtained. The selected
aircraft are listed in Table 3.3.

Table 3.3: JLF/Aircraft Target Systems

Selected for Testing

Source - - System
United Statgs _ ,,
Navy F:A-18
AV-8B
A-BE;F
i N B - F14 o -
Arr Force F-16
F-15
Army UH-€0
7 AH-64 B
Foreign [matenal deleteqd]

[matenal deleted]

Scurce JLF Arcraft Februar, 1984 Pretminar, Plan

All aircraft listed in the Preliminary Plan are still in the program except
for the F-14. According to the deputy program manager (Navy), the F-14
was removed because JLF-Aircraft was over budget, and the Navy had
four aircraft in the program compared to two each for the other ser-
vices. We could not obtain a clear statement of the reason the F-14 in
particular was removed: it does not appear to have been a lack of avail-
ability, as the F-14 is older and more plentiful than the F*A-18.

Non-tactical aircraft were never seriously considered. In part, this
reflected the limited testing budget, and in part, the historically tactical
focus of the aircraft survivability community as a whole. This focus
would not normally involve vulnerability issues in, say, strategic
bombers,
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Selection of Subsystems

Selection of Munitions

The testing program is organized around nine critical subsystems: fuel
and dry bay. propulsion, flight control, hydraulics, structures, arma-
ment. crew station, rotor/drive train, and miscellaneous. unique. A for-
mal process was used to designate test priorities:

Ist. the 10 target aircraft were crossed with the 9 subsystems to form a
target,/subsystem matrix.

2nd. officials rated their confidence in current vulnerability estimates
based on “as installed” configuration testing, for each cell in the matrix.
3rd. they rated test priority, again for each cell in the matrix, in part
based on the confidence ratings. Both confidence and priority were
rated high. medium, or low.

We overlaid the matrix of FY85 and FY86 test selections on the confi-
dence and test priority matrices, and saw no discernible relationship
between the tests selected and either confidence or priority. When ques-
tioned about this, the JLF/Aircraft program manager stated that FY85
and FY86 test selections were actually driven by:

availability of hardware (e.g., F100 engines were already in hand)

the need to ensure tri-service interest and cooperation, and related
bureaucratic concerns (e.g.. the need to start testing as quickly as possi-
ble to show JLF: Armor that JLF: Aircraft was contributing to the
program}.

That is, it appears that these practical concerns took on greater impor-

tance than confidence levels and associated priorities.

The Preliminary Plan states that specific threats applicable to both the
LIS, and foreign systems were selected by a tri-service review. No fur-
ther rationale was provided. They are listed in Table 3.4.
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Table 3.4: JLF/Aircraft Munitions

Constraints on Realism

Munition type o Size -
Eoreign threats to U.S. Aircraft ) B
Projectiles 12 7mm API

14 5mm API

23mm HEIl and API
30mm HEI and API

Warhead Fragrﬁén[s 45 Grains

70 Graing

110 Grains

200 Grains
U.S. Threats to Fareign Aircraft )
Projectiles 7.62mm AF|

12 7Tmm API

20mm AP, APl and HEI
25mm API and HEI
30mm HEI

40mm HEI

2-1000 Grans Steel
3 5-30 Grains Tungsten

Warhead Fragfﬁe?l?

Nominal fragments repre<antah. = of those produced by current surtace to-air and air-to-ar missie v.ar-
heads Specific warheads represented by these grain sizes are classifierd
Source JLF;Arcraft February 1984 Preliminary Plan

Live fire testing of aircraft is conducted on the ground. Consequently,
there are inherent limitations to the realism of tests. Although JLF/Air-
craft program planners devoted considerable attention to realism issues,
both in terms of targets and test conditions (e.g., assuring the presence
of appropriate combustibles), there are nonetheless several technical
constraints on realism. Of the four discussed here, the first three reflect
the difficulty of simulating flight conditions on the ground.

1) Limitations of airflow. Two test ranges used by JLF—China Lake and
Wright-Patterson—have the capability to simulate the airflow condi-
tions of a plane in flight. High speed airflow is considered essential tor
the realism of aircraft tests involving fire, whether component-level or
full scale. It also affects the probability of sustaining a fire once one
starts, and causes fires to take unexpected paths through the aircraft.
While some JLF; Aircraft tests for which airflow would be warranted will
not have it, in general there is an attempt to use airflow whenever
possible.

However, current airflow facilities are limited in that thev cannot blow
air over an entire aircraft. Coverage is about 5 ft. in diameter. In a wing
test, for example, the airtlow does not cover enough of the wing to gen-
erate the appropriate lift, or the interplay between the loaded wing and
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the fuselage. Maximum velocity is also limited to about Mach .8, which
is considerably below the top speed of fixed-wing tactical aircraft. A
larger airflow facility with higher maximum velocity has been proposed
for China Lake, but even if funded, it may not be built in time for the
full-scale testing phase of JLF/Aircraft.

2) Other environmental limitations. While airspeed is believed to be the
most critical, other environmental factors affect the probability of fire.
However, these will not be simulated in JLF. They are:

altitude (affects fuel vapor pressure)

altitude history (affects fuel vapor composition and subsequent
volatility)

maneuver load (affects effective fuel weight and subsequent leak rate)
slosh (affects vapor distribution).

The JLF/ Aircraft Preliminary Plan stated that altitude, altitude changes,
and slosh would be considered in setting test conditions, but according to
JLF technical staff, there currently is no satisfactory capability to simu-
late these factors. The JLF/Aircraft program manager considers altitude
simulation unnecessary because all tests are for air-to-ground missions,
in which typical combat altitudes are low enough to be little different
than sea level, practically speaking.

3) Restricted attack angles. The focus of JLF/Aircraft is ground-to-air
fire. Though the aircraft are slightly elevated (on pads). shot angles
greater than 45 degrees (typical in a ground-to-air scenario) are not
possible.

As noted above, all three of these constraints stem from the difficulty of
simulating flight conditions on the ground. More realistic flight condi-
tions could be obtained with drone targets. However, this was not seri-
ously considered. The stated reasons were:

Costs would be prohibitive.
Specified hit points would frequently be missed.
Combat realism would still not be achieved.

4) Inability to use actual warheads. A fourth constraint on realism stems
from a different problem, the inability to use actual missile warheads.
All threats are actual munitions with the exception of missiles, the frag-
ments of which are being simulated by metal cubes launched at the
target.
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Test officials justify not using actual warheads on grounds of:

safety and security (only extremely remote test ranges can support the
detonation of actual missile warheads)

controllability (impact location and fragment size are harder to control,
potentially leading to accidental target loss)

cost (testing costs as well as materiel costs would be several times
greater if actual warheads were used)

availability (particularly for foreign warheads).

Nonetheless, IDA analysts and other experts have raised concerns over
the realism of simulating warhead fragments with metal cubes. The JLF’
Alrcraft program manager claims that the simulators give realistic
results because the mass, velocity, impact orientation. and shape are all
reasonably close to an actual warhead fragment. However, he was not
aware of any direct comparison studies or other equivalence tests that
would support the claim. As the use of cubes has become standard prac-
tice, and will likely be continued in live fire testing of aircraft through-
aut and beyvond JLF, we believe it should first be validated in controlled
comparison studies with actual warheads.

Setting Test Objectives

For the FY85 and FY&6 DTPs.

All thirteen specified test objectives.

All were congruent with the program objectives as stated by JTCG.
Most test objectives were teasible. The principal exceptions were objec-
tives related to determining probabilities (e.g.. P, s) or validating vul-
nerability models. The available sample sizes simply do not permit this
level of quantification of results. Furthermore. test ofticials generally
designed the test matrices to maximize the range of threat target inter-
actions. In order to generate credible probabilities or validate models.
they would need to trade off the range of shots for more replications of
shots.

The principal focus of the JLF- Arcraft tests is gathering empirical data
on the vulnerability of U.S. systems to Soviet weapons. The objective of
developing design insights is not typically made explicit. but the F100
engine draft report suggests that developing design insights will also be
important. None of the FY85 or FYS&0 tests include empirical compari-
sons of proposed vulnerability fixes tor U.S. svstems; however, vulnera-
bility reduction technology tests are not scheduled until after the full-
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scale aircraft tests of FY89. If designed to do so. these tests could pro-
vide such comparisons.

Test Planning

Design Efficiency

3
o

i

Test designs in the FY85 and FY86 DTPs were generally congruent with
test objectives. However, some DTPs specified target requirements which
exceeded the availability of those targets. Some examples:

The AV-8B flight control pTP required one AV-8B airframe or prototype.
This was not then and is not now available, so an AV-8A will serve as a
surrogate.

The UH-60 engine compartment fire DTP required 8 ground-operable
engines, but as of July, 1985, only twa engines had been obtained. Four-
teen months later (in September, 1986) two more engines had been
obtained. but a fuselage and flight deck were still unavailable.

The UTH-60 flight control DTP required four sets of flight control compo-
nents. As of September, 1986, less than one complete set had been
obtained.

Some DTPs had contingency plans or fallback options (e.g., substituting
surrogates or replicas), while in others, testing was simply postponed
pending availability of the actual targets. Test officials believed the
need for realism justified the postponement.

We address b test planning issues for JLF Aircratt: design etficiency,
efforts to ensure realism, omitted information, inconsistency in selecting
threat velocities, and statistical vahdity.

Since target availability is the principal problem facing test officials, a
high priority is placed on conserving test articles through efficient test
design. This is done in at least two ways: use of multiple outcome meas-
ures and control for testing eftects.

An example of multiple outcome measures is the F-16 wing test (FY87).
where the test set-up will be instrumented to measure 1} presence of
fire, 2) structural effects. 3) amount of fuel leakage. 1) self-sealing capa-
bility, and 5 effectiveness of halon extinguishers, all from a single shot
Testing effects are controlled, where possible, by replacing components
between shots. For those which cannot be replaced, repair teams are
used whenever possible. After a repair, stresses and other key factors
are checked to ensure they have not changed. For known irreparable
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Efforts to Ensure Realism

Omitted Information

targets, shots are strategically sequenced to avoid premature cata-
strophic loss of the target, as well as to prevent testing effects. For
example, it is well known for engine tests that shots into the turbine
must come last, since such shots have a high likelihood of destroying the
engine.

A high priority was placed on ensuring realism on an objective-specific
basis. The FY85 and FY86 tests are all component tests, and as such,
their objectives are relatively limited. Consequently, the DTPs contain
apparent departures from realism that test officials maintain are appro-
priate and efficient. For example, in the F-15/F-16 hydraulic fluids test:

Projectiles were to be fired at realistic velocities for selected standoff
distances. However, they were not to be fired from real weapons at real-
istic ranges, but from Mann barrels at close range to minimize hit disper-
sion. This was justified on the grounds that the hydraulic line was only
.75 inches in diameter, and hit dispersion simply causes misses which
waste time and ammunition. As the objective of the test is to learn what
will happen when the line is hit. the higher level of realism is not consid-
ered appropriate,

The plan specified pressurized hydraulic lines of the exact diameters,
wall thicknesses, and material characteristics of those used in the F-15
and F-16. However, the structure to house the lines was a modified rep-
lica fuselage previously used in A-10 refueling tests. Again, as the test
objective was simply to determine the incendiary effect of penetrating
the line, use of the unrealistic replica was not considered to detract from
the objective-specific realism of the test. All the testers needed was a
“metal box™ to contain the fire.

In this fashion, scarce and expensive resources are being conserved for
the tests whose objective-specific realism requires them. For example,

structural tests of an F-15 wing will necessarily require an actual F-15
wing.

The pres omitted information we believe necessary for assessing how
well a test plan meets its test objectives. Table 3.5 breaks this down by
individual DTP. Note that:

most plans omitted rationales for threat munitions and shotlines.
all plans omitted data analysis plans and rationales for sample sizes.
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|
Table 3.5: Inclusion of Selected Information in JLF/Aircraft FY85 and FY86 Detailed Test Plans

Rationale Rationale Data
Munitions for Shotlines Rationale Sample size for sample Test matrix analysis
Tiat specified munitions specified for shotli@ 7specified size specifigd ) plan

F-15/16 Engine na na x na X
Steady State
Fuel Ingestion

UH-60 Tailboom X X n a.
Hydraulic

§_y_stem B B _ ) B N
F-15/16 X X X X
Hydraulic Fiuids

F-15/16 Engme n.a na 7 »  na  na X
Quick Dump
Fuel Ingestion

F/A-18 Engine X X X X ' X
Rotating Core

UH-60 Main X X X ' X X
Roter Blade

UH-60 Engine na x X 7 na
Controlled

Damage

UH-60 Main X X, X x X
Rotor Flight
Controls
F-16 Emergency X b X X
Power System
Hydraulic Tank

AV-8B Fiight X X b4 X X
Controls

Mechanical

Components

AV-8B Flight X x X X X
Controls

Reactive Cortrol

System

UH-60 Engine na na X

Compartmeni

Fires

F-15 Conformal X X X X X X
Fuel Tank Tests

Totals ' 9/11 a9 113 411 913 0/9 10/13 0/13
[ 82) ( 441 ( B5) ( 36) ( 69) (0) (77) (0)

ix = Infermanan included i the plan

The JLF: Aircraft deputy program manager (Navy) requires a more
detailed revision of test plans from his test engineers prior to imple-
menting the test. He is unique in this practice, there being no central JLF/
Aircraft requirement. The JLF, Aircraft program manager told us he did
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Inconsistency in Selecting Threat
Velocities

Statistical Validity

not require further detail because all three deputy program managers
are highly experienced and "know what they're doing.” Some omission
of detail was justified on grounds of keeping the pTPs unclassified (e.g.,
damage predictions).

The DTPs lack consistency in their selection of threat velocities. Some
examples:

110-grain fragments are projected at 5,000 ft. ‘sec. in some tests and
6,000 ft.. sec. in others. vet both represent the impact velocity 50-75 feet
from the burst.

45-grain fragments are projected at 6,000 ft.-sec. to represent the same
50-75 foot range; this similarity of velocities across fragment size is
questionable since small fragments decelerate faster than larger ones.
The 12.7. 23. and 30 mm projectiles impact at a wide range of velocities
with no explanation for specific selections.

Such inconsistencies raise questions about the usefulness of the results
in building a systematic data base but the Preliminary Plan, Master Plan
and DTPs contained no explanation for them.

Some. though not all, of the inconsistencies may be due to incomplete
documentation in the pTPs. One test official said the engineers tend to
start from what was tested previously, and attempt not to duplicate
those shots. However, DTPs do not list what's been tested in the past in
any detail: consequently, selected calibers and velocities can appear
arbitrary.

The JLF Aircraft Preliminary Plan, while implicitly acknowledging that
the full-up testing phase would not produce statisticatly valid results
due to small numbers of test targets, stated that those tests would vali-
date the statistically significant data collected on the replica targets
from earlier phases. In fact. there is no indication that statistically valid
results will be produced by the replica testing conducted to date as rep-
resented in the FY85 and FY86 pTPs.

Statistical validity requires careful attention to cell sizes, 1.e., the
number of replications of each test condition. In JLF Alrcraft, there is no
formal process to determine cell sizes, which in any case are changed
during implementation as engineering judgment warrants. Test matrices
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are "'as big as vou can get or afford.” The apparently haphazard distri-
bution of cell sizes is primarily driven by what is available to shoot and
shoot at. Test officials freely admit that .ILF will not provide statistically
valid results. even in the component phases.

Implementation

Changes From the DTP

Efforts to Maintain Realism

Observations of several test shots and discussions with test officials
indicated that tests are being implemented much the way they were
specified in the pTps. We did not attempt to formally monitor any of the
tests, so we cannot state this definitively (DA has been monitoring the
tests more closely ).

Test officials do not implement the design exactly as prescribed in the
DTP if circumstances arise which, in their view, warrant changing it. The
rationale is increased efficiency. Some examples-

In the F-16 hydrazine testing, two shots in a particular test condition
produced no fires, so all further planned shots in that test condition
were judged unnecessary and eliminated.

A Navy decision to replace the AV-8A led to two AV-8As going to JLF. 5o
the AV-8B flight control test design was changed to capitalize on their
availability.

In the one draft report we reviewed (F1(1) steady state fuel ingestion),
we discovered that the basic test conditions had changed since the DTP.
Inlet ram pressure was to have been supplied to simulate flight at Mach
8. 3.000 ft. above sea level. In implementation, conditions were set at
Mach .7, 2,230 ft. above sea level. No explanation for the change was
provided.

Test offivials appear to be making reasonable efforts to maintain the
realism of test conditions as specified in the DTPs. For example, in the
F100 fuel ingestion test:

The engine was “trimmed’ to establish nominal relationships among
engine temperatures, pressures. and rotor speeds. This was done to
ensure that the engine's reaction to fuel ingestion would be representa-
tive of engines currently in use.
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Some equipment problems were observed in the early runs. (i.e., flood
lamps and cameras failing due to engine vibration, difficulty establish-
ing and maintaining the desired fuel injector pressure drop), but were
eventually solved.

Analysis and Reporting

As only one JLUF/Aircraft test had been completed and written up during
our time frame, only one report (in draft) was available for our review.
This was the FY85 test on steady state fuel ingestion in the F100 engine.
which powers both the F-15 and F-16 aircraft. Fuel ingestion is a poten-
tial kill mechanism experienced by jet aircraft when a projectile (small
arms, warhead fragment) penetrates a fuel cell in such a manner that
fuel is injected into the engine inlet. The test's objectives were to deter-
mine the fuel ingestion tolerance of the F100 to steady state fuel leak-
age, and compare the results with previous vulnerability analyses for
enhancement of applicable models.

For the fuel injections, the report stated that clean round holes were
selected over other hole shapes, in part to meet the primary objective of
“controlled” fuel ingestion. A test matrix showed the hole size and its
position on the inlet duct for each test run. However, there was no men-
tion of the size or type of ballistic threat the holes are supposed to be
simulating; nor was there any explanation for the choice of hole sizes
and positions.

The report states that the pressure of the inlet air successfully simu-
lated the specified flight conditions of Mach .7, 2,230 ft. above sea level.
but the temperature corresponded to a very hot day—about 113 degrees
F. at sea level. To simulate Mach .7 on a cooler day would have required
a different inlet pressure and temperature values. The report states that
total pressure and density describe not just a single Mach/altitude flight
condition. but a locus of points in the Mach/altitude map; therefore, the
test data are applicable to flight conditions other than those tested,
including some with cooler temperatures (i. e., Mach 1.51, 25,000 ft., 20
degrees F.). It also states that the flight conditions simulated in the test
are within the flight capabilities of the F-15 and F-16.

We believe the draft report overstates the generalizability of the find-
ings. No statement is possible on the effect of changing a single parame-
ter—all 3 must change. So. for example, the effect of Mach .7, 2,230 ft.
at a cooler temperature (e.g., one representative of a European scenario)
cannot be inferred. The fact that the test conditions were within the
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flight envelopes is irrelevant; it does not make them generalizable. Only
additional testing could do that.

The report presented a computer model for predicting damage from a
steady flow of fuel into a turbofan inlet. It was derived principally from
the F100 test results, although in part from "‘the author’s intuition
alone.” We question the value of this model for the following reasons:

« It only addresses turbine section thermal failure: no other failure modes
are included.

. It was developed after the fact.

« The user varies parameters independently, even though several of these
were held constant in the test; consequently. the quantitative effect
computed by the model is highly speculative. .

» No justification is provided for the model's basic hypothesis, and no
basis in the test results was evident.

The report’s recommendations were congruent with the results, and sen-
sitive to the likelihood of user acceptance. It concluded that given the
engine designers’ faocus on thrust-to-weight ratios. performance, fuel
consumption, and signature, little opportunity existed for engine design
changes. Recommendations were therefore focused elsewhere, on air-
frame and fuel system design.

We have identified six issues which bear on the methodological quality
of JLF and related live fire testing, past and future. Some of these were
introduced earlier, but their importance and,/or complexity warrants a
separate discussion. They are: conflict over objectives, availability of
targets, statistical validity, shot selection methodology, characterization
of human effects, and incentive structure.

General Issues

Conflict Over Objectives It was clear before the program was launched that different actors in
the program process had different, potentially incompatible, agendas.
For example, in their official response to 0sp's 1983 proposal, the Army
replied that the idea of a live fire program appeared to have merit, with
the most important benefits being validation of the current vulnerability
and lethality models, validation of computer programs on the penetra-
tion of armor, and assessment of the “fightability™ of damaged weapon
systems. The identification of areas requiring further vulnerability
reduction was mentioned as a “spinoff.” Reducing casualties was not
mentioned at all.
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Joint Logistics Command
Objectives

JLF Charter Ohjectives

The program objectives set forth by the major participants in the plan-
ning process are outlined below.

As noted earlier. the services agreed to participate on the condition that
rather than establish a new joint test force, the existing JTCGs would
plan and implement the program. In assigning the task to the JTCGs, the
JLC specified the objectives as:

1) Gather empirical data on the lethality of U.S. weapons against foreign
systems and the vulnerability of U.S. systems to foreign weapons

2) Use the test data and results to correct any maodel deficiencies and to
vahdate foreign lethality and vulnerability models.

3) Develop insights inte design changes necessary to reduce vulnerabili-
ties and increase lethalities.

The same day, the JLC sent a memo to the Undersecretary for Research
and Engineering confirming their support for the program. In it. they
stressed that an integral part of the effort must be to obtain empirical
data which will provide confidence that the models developed by JTCG
are correctly portraying the actual effects, i.e., to validate models. No
other objectives were mentioned.

The JLF charter, which was not promulgated by 0sp until 2 1 "2 months
after the ILC objectives were communicated to the JTCGs, specified the
priority objectives as:

1) For the aircraft component, assessment of the survivability of first
line air-to-ground attack aircraft, both U5, and [material deleted].}

2) For the armor. anti-armor component, quantification of the lethality
of major caliber anti-armor munitions against first line armored vehi-
cles. both .S and [material deleted].

It did not mention objectives 2 and 3 from the JLC version. nor did it
specify what was meant by assessment of survivability or quantifica-
tion of lethality.

3Although the charter nsed the term survivability, the imphicit meaning was vulnerabihiry

Page 62 GAO PEMD-87-17 Evaluating Live Fire Testing Programs



Chapler 3
What Has Been the Methodological Quality of
the Teat and Evaluation Process?

Former OSD Program Mana tis

Objectives manager testified that the objectives of the program were to ensure that
U.S. weapons platforms do not unnecessarily endanger their ¢rews, and
that the munitions U.S. servicemen fire actually stop the enemy. On
other occasions he stated, more succinctly, that the purpose of live fire
testing was to reduce casualties. There had been no mention of crew

members or casualties in either the JLC or 0SD versions.

r In his own des
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ves. the former OSD program
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JTCG Objectives In their respective plans, the JTCG JLF. Armor and JLF- Aircraft program
managers slightly modified the JLC objectives—the reference to cor-
recting model deficiencies was deleted. “'validate’ was changed to “cali-
brate' in the armor version, and an additional objective was inserted:

1) Gather empirical data on the vulnerability of ULS. systems to [mate-
rial deleted] weapons and the lethality of U1.S. systems against [material
deleted| targets.

2) Develop insights into design changes necessary to reduce vulnerabili-
ties and increase lethalities.

3) Enhance the data base available for battle damage assessment and
repair.

4) Use test data and results to validate (calibrate) lethality and vulhera-
bility models.

These objectives were described as in order of priority in the JLF Air-
craft plan: no priority was assigned to them in the JLF Armor plan.

Working Level Objectives We found differences in statements of program objectives among JLF
working level personnel. Typically. these differences reflected differ-
ences in these individuals’ roles. with modelers emphasizing model-
related objectives and testers downplaying them.

Current OSD Program Manager The current 0sp program manager provided his statement of the objec-
Objectives tives in an interview with us. His version was highly similar to the JTCG

version, althnugh he did not use the terms validate or calibrate in the
model objective. Rather, he phrased it as providing necessary data to
model and simulate vulnerability and lethality. In his implementation of
these objectives, he intends to increase the emphasis on crew effects,
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Our Analysis

with crew survivability as his principal concern. In this sense, his
emphasis is consistent with his predecessor's. However, they differ in
their emphasis on models in implementing the objectives; the former
program manager believed models should not be used unless they were
validated, whereas the current program manager believes they are use-
ful tools even when not validated. Toward this end. he has contracted
with the Institute for Defense Analvses (IDa) (for $900,000) and The
Analytical Sciences Corporation ( TASC) for ($150,000) to review the
state of v.L methodology. with the majority of the funding focused on
improving the models.*

We believe the conflicting statements of objectives reflect underlying
differences in the interests of the individuals and organizations
involved. The differences are rooted in the differing position of testers.
0sh officials. and consulting analysts over the proper role of computer-
ized v L models in live fire tests and the relative value of models and live
fire tests in determining vulnerability and lethality.

Within the v L community. the use of models has become firmly estab-
lished over the past twenty-five years. The assessment of the
survivability and effectiveness of 11.S. weapons has come to depend
increasingly on their use. The output from these models is also used in a
variety of other activities in Do, including war games, other simulation
models, weapons design, and logistical planning for repair times and
stocks of spare parts.

The logic of vulnerability modeling is to build up a full working model
from submodels. each of which is based in part on subscale test data. If
the submodels are working properly the overall prediction should be
accurate, but the focus is on getting the data necessary to make the
parts work. Modelers therefore tend to design live fire tests to produce
data on fundamental interactions.

Unconcerned with what will improve models, proponents of full-up test-
ing consider more directly the possible areas of vulnerability of a target,
and with or without consideration of sampling and generalizing shots,
focus on realism as a test design criterion. To them, the tests should
directly benefit the serviceman who will depend on the system in battle
and the designer/developer who can improve it: not the modeler. This

*This is ner JLF money, so does not negarively impact the resting budget
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leads to an emphasis on full-up shots likely to induce catastrophic fire
and explosion, which are of relatively little interest to modelers.

The failure of the two "philosophies’™ to co-exist is largely a function of
resources. The former 0SD program manager openly expressed his dis-
trust of both models and modelers, and viewed them as impeding what
he held to be the primary objective—finding ways to reduce casualties.
To him. spending the funds on model-oriented shots were a waste of the
program’s budget. The modelers, on the other hand. claim to have been
waiting years for an opportunity like .ILF to supply their data needs,
which they claim are necessary for valid vulnerability assessment. To
them, spending the funds on full-up shots was squandering that
opportunity.

Availability of Targets

Absence of Assigned
Responsibility

Both U.S and [material deleted] targets are in seriously short supply and
represent the principal constraint faced by all JLF test officials.

Target availability drives test schedule, test methodology, and the need
for complementary approaches.

Cost is a key factor for complete functional systems. yet crash hulks, old
prototypes, and many components are also scarce (“you take what you
can get™).

Both the aircraft and armor programs are affected. but the constraint is
particularly acute with aircraft due to higher unit cost.

The problem is an old one. present at least as far back as the late 1940’s.

[material deleted]

The principal obstacles faced by JLF test officials in obtaining suitable
targets are:

absence of assigned responsibility for providing targets.
competing interests within and outside OD.

negative attitudes toward destructive testing.

poor condition of targets upon arrival.

Because of the way in which JLF was chartered, the services have no
responsibility to provide test articles or bear any support costs. Addi-
tionallyv. JLF test officials told us that no individuals were designated
within the services to assist them in obtaining targets. The former 0sp
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program manager plaved a role (e.g., he helped to obtain an F-15 proto-
tvpe redivected from the Air Force Academy. as described later) but
most arrangements have been made directly between the JLF program
managers and the services.

Since the services had no responsibility to provide targets or assistance
t
1

hem. and 0sD provided no funding to pur ‘chage targetg, JILF
1) it AV l}l LiL L B> LU N L3
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wided ne funding to p
test officials were essentially left to fend for themselves. In order to
obtain targets. they have had to continually “sell” the program, to try to
convince individual service components that they would benefit from
JLE, or as expressed by one JLF program manager, “sweet talk” them out
of hardware. Therefore, a substantial proportion of the time they might
otherwise have spent implementing the test schedule was used giving
briefings. It is important to remember that the bulk of this effort was
directed not at obtaining new or operational hardware, but obsalete
hardware that might have otherwise been discarded.

[material deleted]

Competing Interests JLF generally only requires obsolete hardware for full-scale tests. i.e.,
crashed or prototype systems of no use to operational forces. Nonethe-
less, it still must frequently compete with other government interests.
For example:

« In May of 1986, sixteen F A-18 prototypes stricken by the Secretary of
the Navy were transferred to NASA to upgrade their fleet of tracer
planes. NASA planned to keep six of the sixteen flyable, and “cannibal-
ize" the remainder for spare parts. The JLF Aircraft deputy program
manager ( Navy) knew of NASA's interest in the planes, but assumed
that JLF had priority; the Navy had granted JLF a formal acquisition pri-
ority and knew of its requirements for F A-18s. He learned of the deci-
sion to transter the planes to NASA only three days before it was
finalized. After JUF officials briefed the responsible flag officer, two of
the sixteen planes were redirected to JLr. However, these were consid-
ered the worst two, having already been severely stripped by NASA . JLF
is now dependent on NASA to supply the parts needed for restoration.
The JLF deputy program manager had no explanation for the decision to
give the planes to NASA rather than JLF.

« At the direction of the Chairman, Senate Armed Services Committee, an
F-15 prototype that JLF wanted was to go on display at the Air Foree
Academy. According to the 0sD program manager. the Secretary of the
Air Force was unwilling to request reconsideration. Consequently. the
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Negative Attitudes

0OSD program manager briefed the senator's staff himself. after which
the awrcraft was redirected to JLF. However, by the time JLF received it, it
had already been gutted—the horizontal and vertical tails, the cockpit,
the majority of avionics, and other components were gone. The F-15 sys-
tem program manager and the manufacturer have since agreed to
restore the removed parts.

There are competing non-government interests as well. If a crash causes
a fatality. and the crash hulk is recovered, it will be impounded pending
the outcome of private litigation brought against the manufacturer and;
or the government. This can delay access to JLF for years. Currently, an
AH-64 helicopter tentatively promised to JLF is in litigation (JLF has
obtained no other AH-61's).

All three services have approved a force. activity designator priority of
2 (1 is highest, 5 is lowest), or FAD-II, for JLF ( Air Force in July, 1985;
Navy in December, 1985: Army in June, 1986). The FAD-1I officially
gives ILF priority in obtaining assets over various non-operational inter-
ests with lesser priority. It in no way guarantees the availability of
targets. For example. the Army’s approval of the FAD-II request explic-
itly states that it will not materially affect the availability of armored
vehicles or aircraft for tests. JLF test officials believe the FAD-II may
have had some impact in obtaining test targets, but cannot document
that it has provided them specific targets they otherwise would not
have obtained, or that in general it has made them easier to obtain. For
example, the FAD-II was used to reclaim the two F: A-18s described
above, but finding a supportive flag officer was believed to be equally or
more important. The most frequently mentioned improvement was that
since obtaining the FAD-II, JLF now has priority over museums.

According to JLF test officials, live-fire testing is alien to most oD offi-
cials, including many ftlag officers, because of its destructive potential. A
test otficial described live fire testers as the "Ralph Naders™ of the test-
ing business. Another noted an “immediate fear reaction”™ when men-
tioning JLF to system program offices (SP0s)

However, we found no evidence that spos for systems being tested under
JLF have impeded the process. In general, test officials reported good
acceptance and cooperation from all spos. Nonetheless, it must be noted
that spoOs are not required to actually provide targets.
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Poor Condition

What Could Have Been Done

Target Availability for Army
Programs (Non-JLF)

The systems and components that JLF does receive are frequently in
poor condition. particularly if they were in crashes. This applies to com-
ponents as well as full-scale targets which arrive stripped. An example
is the UH-60 Blackhawk helicopter servo assembly, required for the
flight control tests. After a crash, the manufacrurer disassembles the
servos, analyzes them, and boxes the disassembled parts. Multiple disas-
sembled units are sometimes boxed together, with no indication of
which parts go with which unit, or, parts are simply missing (e.g., mix-
ers were missing from the servo parts received by JLF).

Despite the fact that targets do not typically arrive in a condition that is
suitable for testing, .ILF provides no funds for restoration. The JLF pro-
gram managers attempt to get restoration support from the system pro-
gram offices.

According to the JLF test officials, the above problems might have been
lessened by:

an education program for high level military officials

a small procurement fund to keep some baseline level of testing going
while “selling™ the program and waiting for crashes

more top-level effort from 0sD.

There was some disagreement on the last suggestion. There had been
some high level effort—the original FAD-II request came from the
DDT&E director in May, 1984—but nothing came of it. Eventually, it
became apparent that the JLF program managers and deputy program
managers would have to try to obtain the FAD-II priorities themselves,
separately, after the services had agreed to participate with the under-
standing they would not have to provide acquisition priorities. Accord-
ing to one test official, another “bottom-up staffing drill” should not
have been necessary; rather, this role should have been handled by 0sD.
According to another, the lower level “selling” of the program was prob-
ably unavoidable. As he saw it. the charter alone was meaningless; the
credibility required to get hardware out of the services could only come
from the test officials’ demonstration that JLF was useful.

As noted earlier, the Army removed the Bradley vehicle. M1 tank, and
M113 aprc from JLF to conduct the tests themselves. In so doing, they
took responsibility for supplying targets, and supplied twelve Bradleys
(thus far) and four M1A1 tanks. These are not prototypes or crash
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hulks, but fully operational vehicles off the production line. This clearly
shows that while obtaining targets for live fire testing is currently a
problem. it need not be an inherent problem (at least for ground vehi-
cles). If the services have sufficient motivation, they will supply targets.

Statistical Validity

Need for Statistical Validity

mo

The problem of statistical validity in destructive defense testing is not
new. having been noted at least as far back as the early 1950’s. Lack of
statistical validity is related to the unavailability of targets. However,
the numbers of targets JLF officials have specified in their requirements
and tried to obtain would still be insufficient for statistical analysis.
Where shot selections are potentially catastrophic, or sufficiently dam-
aging to invalidate subsequent shots on the target, the cost of supplying
statistically adequate samples could easily run several hundred million
dollars.

JLF officials and other experts contend that live fire results yield valu-
able knowledge despite the lack of statistically adequate sample sizes. A
single shot can identify an excessively vulnerable component or unex-
pected kill mechanism. reveal model flaws, and generally provide quali-
tative insights into the vulnerability or lethality of the system and how
to improve it. A few shots can be used to tentatively characterize these
phenomena, e.g., show how vulnerability progresses with threat size.
Matched comparison shots, such as those being fired at the standard
version Bradley M3 and the high survivability M3, can be particularly
useful because absolute measures of vulnerability are not required.

Small numbers provide, at minimum, descriptions of directly observable
damage. These descriptions can be highly beneficial to users. Descrip-
tions based on direct visual observation avoid reliance on indirect
sources with unverified assumptions (e.g., an analytic estimate of what
would have happened had ammunition been on board).

Small numbers would suffice if the same shot could be guaranteed to
yield precisely the same damage each time it was repeated, i.e., it could
be predicted deterministically. With many simpler phenomena, deter-
ministic prediction is reasonable. For example, a 23 mm Ap! round
impacting a hydraulic line will virtually always cut the line. However.
the collateral structural damage, the likelihood of fire and its effect, the
impact on redundant systems, etc., are much less certain. Total system
damage mechanisms are inherently complex and involve too many vari-
ables to be predicted deterministically. particularly for full-up firings.
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Statistical Validity and
Engineering Judgment

Due to random variations in these variables, results can at best be pre-
dicted probabilistically. The same type of shaped-charge round fired at
identical pieces of armor under identical controlled conditions of impact
produces a variety of spall patterns and damage levels. It is impossible
to predict deterministically the spall pattern and damage level produced
by a specific shot.

As a result, with small numbers of shots,

there is no way to assess whether the test results are typical or atypical.
there is no way to assess the likely range of variation.

The problem is most readily apparent with JTCG Objective 4—the vali-
dation of v L. models—because of the quantitative precision required.
However, it also affects the more primary objectives of gathering v L.
data and developing insights into design changes. Without confidence
that the observed results represent what typically would occur, both the
data gathered and the design insights it provides could be misleading
For example, a decision to harden a particular component on the basis of
one or a few shots would be misdirected it the results were atypical.
adding unnecessary cost or performance penalties to the system. The
problem was also noted by the BAST group, who concluded that-

it is extremely unlikely that a statistically credible assessment of vulner-
ability will result from the current state of live fire testing.

with so few shots per weapon, many unanticipated damage mechanisms
may be overlooked.

According to the JLF Aireraft Preliminary Plan. the number of shots per
test would be based on a combination of statistical. probability analysis
and engineering judgment. In fact, the number of shots has been primar-
ily determined by target availability, as has the way the shots are con-
figured into a test matrix Engineering judgment was clearly the next
most important factor. with statistical probability analysis given little if
any consideration. One explanation was that with such small samples,
there was no hope of attaining statistical validity and therefore no point
in considering it in the test design. However, it also appeared that the
test engineers believe their engineering judgment alone will correctly
guide their design decisions as well as provide valid interpretations of
test results.
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Statistical Validity and P, ,

Engineering judgment is a necessary tool, particularly when data are
sparse However, as the sole criteria for interpreting small sample test
results, it has serious drawbacks. Each engineer will not necessarily
interpret a single result in the same way. Some test engineers typically
specify only one shot per condition, claiming it will be obvious that is all
that is needed. If the result is uncertain, and there is still a component to
shoot at, the shot can be repeated. If the results of the two shots
diverge. some may try to ascertain the reason analytically, others may
take the average, and still others may fire a “"tie-breaker™ shot. An old
problem that has reappeared in JLF is the lack of upfront coordinated
planning by test engineers and statisticians. While there have been some
interactions between JLF test engineers and statisticians, there is no
requirement that statisticians have input into test design decisions. The
statistical input has been minimal and has had little effect. Our observa-
tion is that the input that is provided is not always well understood by
the testers; as described by one statistician providing consultation for
JLF, engineers and statisticians are still “talking past each other.”

Engineering judgment parallels the “clinical” judgment of physicians
and surgeons in evaluating the eftfectiveness of new drugs or medical
and surgical procedures. Much research has shown that in fact clinical
judgment is not effective for such evaluations, and controlled experi-
mental trials have gradually come to be recognized by the medical com-
munity as the only reliable way of assessing the effectiveness of medical
innovations. Just as it is precarious to entrust our lives to medical treat-
ments whose effectiveness is assessed solely by clinical judgment, it
would seem equally precarious to trust soldiers” and airmen’s lives to
engineering judgment if the alternative of a more credible procedure is
feasible.

The limitations of engineering judgment are particularly apparent in the
generation of probability of kill given a hit P, |, values. The P_ is the
most common form of quantitative output from v L assessment, whether
live fire or analytical. Component-level P, ;s are the basic input to
assessing vulnerability of the full weapon system, and vulnerability is in
turn input to successively higher level analyses. such as survivability,
mission effectiveness, exchange ratios, and force planning. The P_, s are
generally not actual statistical probabilities—number of kills divided by
number of hits—rather, they are products of prior test data, combat
data, and models, as well as engineering judgment. For example, it is
common to assign a P, , based on a single shot: if the shot is a kill, it
might be assigned a P_, of .8.

h H
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Getting analysts to agree on P, s is reportedly very difficult. yet as far
as we could determine, there has never been any attempt to assess the
interrater reliability of judgmental assignment of P, s. Essentially. they
have no demonstrated reliability or validity.

When P, s are based on actual probabilities (i.e., empirically generated
relative frequencies} it is often from a very small number of shots; e.g.,
two shots with one kill and one non-kill yielding a P, , of .5. Conse-
quently, estimates are extremely unstable. JLF officials agree that target
availability generally precludes doing enough live fire shots to get
empirical P s. Probability measures, by their nature, require large sam-
ples for statistically reliable results. Figure 3.1 illustrates how confi-
dence increases with sample size when the sample results show a P, of
5. With only 10 shots, for example, the approximate 95 percent confi-
dence interval runs from .19 to .81. As the number of shots gets larger,
the confidence interval narrows, reflecting greater precision and relia-
bility. Most JLF tests contain considerably fewer than ten shots per
condition.

Examples of Statistical Analysis  In the few instances in which we found formal statistical tests, we ques-
in Live Fire Tests tion their appropriateness.

1) Bradley Phase II. A key feature of the overall evaluation in Bradley
Phase 1l is a paired comparison of twelve matched rRPG-7G shots against
the standard version and the high survivability version of the Bradley
M3. The results of this comparison test will be used by the Army and
0sD as part of the information upon which to decide whether to apply
the enhancements tested to production vehicles.

The comparison will be based on a statistical procedure called the sign
test. This approach has numerous problems. Most importantly, a sign
test with only twelve pairs of shots will fail to detect differences
between the two vehicles unless the differences are very large. We per-
formed the test for numerous possible outcomes and found that, barring
ties and noncomparable shots. the high survivability version would have
to win ten of the twelve shots for the comparison to be statistically sig-
nificant.” [n the event of ties or noncomparable shots, the percent of
wins needed by the high survivability version would be still greater.

"This 1s based on a I-tailed test as specified n the plan, and a .05 significance lesel ras no level was
specified we are using the most commonly accepted value). This means thar the likelthood of a differ-
ence being due to chance 1s less than 1 in 20.
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Figure 3.1: Distribution of 95%
Confidence Intervals by Sample Size, for

_ 10 P,
Pou=-5
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Sample Size

The pTP does not acknowledge that the sign test will require a difference
this large for the testers to declare the high survivability version the
winner. This criterion, as well as the significance level and rationale,
should be made explicit in the plan. If these criteria are set after the
fact, the test's credibility as a decision tool is damaged.

The sign test has the following additional problems:

» It assumes that each pair of data points is an observation on a random
sample. The assumption is not supported because four of the twelve
pairs are based on Phase I shots, which were selected by BRL personnel
to target areas of uncertainty. As such, they were selected systemati-
cally, not randomly.

« [t assumes observations are mutually independent. This assumption is
not supported. again because the Phase I shots were selected systemati-
cally. Personnel selecting shots were fully cognizant of previously
selected shots, hence the selections were not independent. Additionally,
the BAST method specifies re-sampling shots which are duplicative,
which also violates independence.

Page 73 GAQ. PEMD-87-17 Evaluating Live Fire Testing Programs



Chapter 3
What Has Been the Methodological Quality of
the Test and Evaluation Process?

The test is inefficient; it only utilizes direction of the difference (hence
its name), ignoring any relevant information on the size of the
difference. T

The comparisons will be based on casualties, penetrations, and assessed
levels of firepower and mobility loss. However, there is no explanation
of how these measures will be combined. or how they will be reduced to
a single win, loss. or tie.

2) A-6 dry bay foam. On the aircraft side, a statistical test was applied
in assessing the effectiveness of reticulated foam in preventing fires in
the A-6 dry bay. This live fire test was not technically part of JLF, but
was conducted by the same performing organization and personnel that
are carrying out the JLF Aircraft tests. The results were later used to
persuade NAVAIR and the aircraft’s manufacturer against using that par-
ticular foam,

The test design specified six shots each for the foam and baseline (no
foam) conditions. The outcome measure was fire vs. no fire. Fisher’s
exact test was the statistical procedure selected for the hypothesis test,
with a specified confidence level of 90 percent. Fisher's exact test per-
mits computation of exact probabilities for a 2 X 2 table when, as in this
case, sample size is too small to meet the assumptions of the more com-
monly used chi-square approximation test. The test assumes that shots
are sampled at random, which was violated by the engineers’ systematic
selection of shots.

The test was applied to all possible outcome scenarios. The test engi-
neers reported that with six shots per condition, no outcome provided
the 90 percent level of confidence. Unfortunately. the number of shots
had already been fixed by time and budget constraints. The testers con-
cluded that the statistical analysis supported the finding suggested by
direct observation, that the foam was ineffective in improving
survivability. In fact, the statistical analysis supports a very different
conclusion, i.e., there were not enough shots to conclude that the foam
was ineffective. The testers stated they also used engineering judgment,
which they described as more “critical” than statistics. We do not dis-
pute the importance of engineering judgment nor do we assert that the
conclusion of ineffectiveness was incorrect. Rather, such a conclusion
simply could not be reached given the statistical basis used. We do
assert that application of the statistical test did nothing to improve the
decision making process, and by confusing the statistical logic, poten-
tially muddied it
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Efforts to Improve Statistical
Validity of Live Fire Testing

We learned of three ongoing efforts to make live fire tests statistically
interpretable. The common theme seems to be placing the problem in a
stochastic, or probabilistic, context.

1) Air Force project. A Wright-Patterson analyst is attempting to
develop “front end stochastic simulations.” whose theoretical stochastic
distribution can be used to bracket an expected effect (a stochastic dis-
tribution incorporates randomness or chance). A small-sample value
from a test can he compared to the theoretical distribution. If it falls
within one standard deviation of the distribution mean, it provides rea-
sonable confidence that the test sample is not a statistical outlier. If it
does not, then the distribution is assumed to be incorrect. The logic is
reasonable; the problem is how to form the basis for the theoretical dis-
tribution. Prior test data is an obvious candidate. but the analyst admits
he will probably start with engineering judgment, the limitations of
which were described above. Even if the theoretical distribution is cor-
rect, a substantial percentage of sample results will fall outside one
standard deviation by chance alone. In these instances, altering the the-
oretical distribution to accommodate the data would represent the
wrong decision, and potentially mislead interpretations of subsequent
test results.

2) Army project. A BRL analyst is doing a similar project for armor. They
have added a stochastic distribution to the impact point, depth of pene-
tration, vehicle geometry, number of spall fragments hitting compo-
nents, etc. As in the Air Force project, the problem is how to form the
basis for the theoretical distributions. Some are based on data (e.g.,
depth of penetration data has been collected from subscale testing),
others on engineering judgment. Unlike the Air Force project, there is no
simple interpretation rule for a small sample result falling outside the
distribution.

3) RAST project. As a follow-up to their Bradley shot selection work, the
BAST group is attempting to develop a valid statistical approach to live
fire testing. This will include the determination of sample sizes needed
for statistical validity.

Shot Selection
Methodology

Many of the methodological issues raised by live fire testing surround
the guestion of how to select shots. The immediate cause of the contro-
versy that halted the Phase II Bradley tests in April of 1986 was a disa-
greement between the Army and 08D about how the shots should be
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Static vs. Dynamic Firing

selected. The House Armed Services Committee (HASC) investigation con-
cluded that this was a basic disagreement about testing methodology.
The Chairman of the Procurement Subcommittee of the House Armed
Services Committee pointed out that this amounted to a failure to decide
what the live fire test program was about. IDa, Los Alamos National Lab-
oratory (LANL), and the Board on Army Science and Technology (BAST)
were asked to examine the issues involved in the disagreement, and BAST
was asked to recommend an interim selection method. The Bradley tests
were suspended until the BAST report on shot selection was produced.
But the controversy goes beyond the Bradley series to live fire tests in
general. The question of how shots are to be selected is also relevant for
aircraft tests, and will be more apparent when full-up aircraft tests are
conducted.

The conditions that define a particular live fire shot include:

angle of attack, or azimuth;

point of impact, given the azimuth;
elevation:

velocity at impact; and

range of firing.

The range at which shots are fired, in particular, can vary from the dis-
tance limit of the munition to the special case in which a warhead is
detonated while fixed to the vehicle to ensure that a particular point is
hit. This case is known as static firing

Traditional ballistic testing practice has relied on the static firing of
warheads. A shaped charge warhead is fixed to the armor surface and
detonated by remote control. The effects on a specific preselected loca-
tion can thus be determined regardless of the munition’s accuracy. Early
in the planning of JLF, there was some question about whether the
results of this kind of test differ from the results obtained when a
shaped charge munition is fired from a distance as in combat:

Some experts argue that when the kinetic energy of a missile’s flight is
added to the effect of the shaped charge warhead at impact, there is
additional damage. especially to lightly armored vehicles. They also note
that dynamic firing changes the fuzing and vaw angle. It is therefore
unrealistic to fire such warheads statically.
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Other experts argue that the jet produced by shaped charges travels at
such extreme speeds as it penetrates armor that any energy added by
missile flight is negligible.

Apparently the differences between static and dynamic firings had not
been studied systematically with modern weapons prior to JLF. The ini-
tial [material deleted] tests in the January 1985 JLF; Armor plan were
intended to help resolve the issue.

The JLF; Armor test planners were sufficiently confident that there
would no substantial differences between the two modes of firing that
all the shots after the first few were tentatively planned to be static.
Because static tests are cheaper, simpler, and more controllable, the
testers wanted to confirm their ability to rely on static firing. They also
pointed out that dynamic firings of some foreign munitions would pose
problems in the absence of a suitable launching platform and a qualified
operator.

The former osp program manager disagreed. He pressed for dynamic fir-
ings. invoking the general principle of maximizing “*combat realism™ as
0sD guidance for the design of JLF tests. He also asserted that additional
damage was observed to result from dynamically fired TOW missiles in
the Phase [ Bradley tests, as compared to one static firing. There was
structural damage to the armor in the vicinity of the impact and addi-
tional debris. including the body of the missile. entered the vehicle and
caused further damage.

We believe that the question cannot be resolved by theoretical argu-
ments in the absence of relevant evidence. It must be decided by the
kind of comparative empirical test proposed in the January 1985 JLF/
Armor plan. Only then would it be possible to formulate a methodologi-
cal rule for live fire tests stating the conditions under which dynamic
firings are necessary.

As part of the Bradley Phase II tests, the Army recently conducted a
limited number of static;dynamic comparisons. Using two types of
threat munitions and multiple measures, the analysts did not find con-
sistent differences between static and dynamic firings. However, the
small sample sizes (for some comparisons only three shots) and the large
observed round-to-round variability in effects meant that true differ-
ences of moderate or smaller size would have been difficult to detect
statistically in these tests. In addition, the shots were fired on configura-
tions of Bradley armor, not on full-up or full-scale vehicles.
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Selecting Shotlines: Two
Approaches

We were told that further tests using other munitions have begun as
part of the first series of JLF tests on the [material deleted] tank.

The other main controversy has been over how to select shotlines, i.e.,
the location and angle of impact. There are two basic approaches. The
first, advocated by both armor and aircraft test planners. emphasizes
judgment. It holds that shotlines should be chosen by using:

the knowledge of designers, who are familiar with design features and
developmental test results;

knowledge of the way munitions are typically used against targets in
combat:

other aspects of engineering judgment: and

the predictions of, and uncertainties identified by, vulnerability models.

The rationale for this judgmental approach is that:

much is already known about vulnerability in some areas:

judgment based on this knowledge and expertise can be used to select

the shotlines from which the most new knowledge can be gained;

it is a waste of scarce test resources to fire shots unlikely to vield new
knowledge;

it models are improved they can be used to generate whole-target esti-
mates of vulnerability:

shotlines of interest for improving models will permit extrapolation of
test results.

Critics of using judgment to select shotlines point out that:

it does not make the process of shot selection explicit enough to be eas-
ily explained or evaluated:

it relies on fallible processes of judgment that can introduce inadvertent
biases into the sample of shotlines;

it is vulnerable to intentional biases from testers (e.g., intentionally
selecting shotlines s0 as to underestimate system vulnerability )

it allows the requirements of modeling to guide the design of tests;

it does not produce results that can be directly generalized to statements
about a target’s overall vulnerability, because the shotlines chosen are
not representative of combat hits.

The second approach 1o shotline selection, advocated by the former 0sD
program manager and several outside experts, uses random selection,
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most often from a distribution of hits observed in combat {combat distri-
bution). Attack angle, impact location. and range can be chosen ran-
domly. The rationale for some form of random selection of shots is that:

it is the only way to ensure that individual or community biases do not
enter into the shot selection processes, even inadvertently;

it gives shots that lead to unexpected occurrences a chance to appear in
the sample of shots:

selection from combar distributions of hits theoretically permit test
results to be generalized to target vulnerability as a whole.

Critics of random selection point out that:

it can be very wasteful of test resoutces if shots likely to destroy targets
are actually fired;

many of the shotlines chosen will be near duplications and provide little
new information;

sample sizes will still be too small to generalize directly from tests to
target vulnerabilities;

combat distributions of hits are biased.

There is considerable disagreement over the validity of combat distribu-
tions as the principal basis for shot selection. The criticisms and rebut-
tals generally asserted are as follows:

Criticism 1: Combat distributions are biased because they fail to include
aircraft and vehicles that are not recovered. For aircraft, a gap in the
shot distribution may mean the aircraft is never hit there or it may
mean that those hits are catastrophic. For vehicles. a gap may mean the
vehicle is never hit there or it may mean that vehicles hit there are
repaired and returned to service. In either case, the hits do not show up
in combat distributions.

Rebuttal: For aircraft. it has long been known that a low hit-density spot
on an aircraft signified a catastrophic hit point, rather than a spot
which avoided hits (during WW 11, the 8th Air Force recorded locations
of bullet, shell, and fragment impacts on returning B-17's; missing loca-
tions implied vulnerable impact points). First, they are typically in
places where the reason for aircraft loss is readily evident (e.g., proxim-
ity to fuel tank). Second, there are no logical reasons for a particular
spot avoiding hits. given the general uniformity of aircraft hit data. For
vehicles the claim is more justified, but for the purpose of designing live
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fire tests, practically unimportant. If the shots in the low density spot
failed to do serious damage, they are not of primary interest.

Criticism 2: Combat distributions are biased by particular wars, battles,
threats, ranges, etc., that do not represent future wars.

Rebuttal: In fact. distributions of shots on vehicles have been quite simi-
lar from World War II through the 1973 Middle East war. However, sig-
nificant increases in missile accuracy could change this eventually.
There is also considerable similarity in air to air hits from WW II
through the 1982 conflict in Lebanon. The criticism may be most justi-
fied in the case of helicopters, where tactics have changed substantially
(helicopters now fly lower than in the Vietnam era, so shots disperse
over the entire lower hemisphere, rather than just the lower quadrant).

Criticism 3: Reporters of damage are frequently inexperienced and may
incorrectly identify the munition causing the observed damage, or other-
wise make errors.

Rebuttal: Some combat data sets are undoubtedly higher quality than
others. However, when the Survivability/Vulnerability Information
Analysis Center (SURVLAC) receives data, it is cleaned to some extent
(e.g.. removal of obvious outliers) and identified by collector. Thus, ana-
lysts can use only data collected by experienced professionals if they
wish. On the other hand, we do not know of any systematic interrater
agreement studies assessing the reliability of the damage assessment
Process.

Criticism 4: [material deleted]

Rebuttal: In typical anti-aircraft fire (non-missile), hits occur one in
every 4,000-8,000 shots; there is no way to aim at a particular spot. For
vehicles, the criticism is reasonable for close shots such as might occur
in ambushes or urban warfare, but these cases do not constitute the pre-
ponderance of the data. In most battles involving tanks, the weapon is
aimed at the apparent center of mass so as to maximize hit probability.

Criticism 5: Combat distributions do not distinguish between kills and
non-kills on vehicles. because 1) the enemy will continue to fire on a
dead vehicle until the kill is confirmed, and 2) soldiers use dead vehicles
for target practice.
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Attempts to Reconcile the Two
Approaches

Rebuttal: The first point is not relevant because a combat distribution
does not presume to identify cause of kill, but simply the distribution of
hits during combat. The second point is relevant in as much as target
practice produces non-combat hits, and therefore adds noise and possi-
bly bias to the combat data. However, it is questionable how often
soldiers will expend their ammunition that way during wartime, so the
percentage of non-combat hits may be negligible.

While not all of the rebuttals are equally convincing, we believe that
generally, they do refute the criticisms. More importantly, the use of
combat distributions removes the potential for bias, intentional or inad-
vertent, introduced by systematic selection of shots.

It combat distributions are very close to the uniform distribution, sam-
pling randomly from the uniform distribution would be a sensible solu-
tion—in effect giving all locations on the target an equal chance of being
selected. It would have the advantage of avoiding objections to the use
of combat data based on possible biases in the data, while at the same
time preventing any personal bias from entering into the selection of
shots.

Several attempts have been made to reconcile the ¢laims made by propo-
nents of these two approaches to the selection of live fire shots. These
attempts have sought to use technical principles of statistics and experi-
mental design to resolve some of the methodological issues. or to provide
a shot selection method that meets the concerns of both positions. We
review three of these here: center-of-mass aiming ( Army proposal), the
LANL proposal. and the BAST proposal.

1) The Army’s center-of-mass aiming. The first proposal was an Army
response to 0sD guidance that live fire shots be selected for the Bradley
Phase II tests using combat data. The Army procedure had three steps:

1) The most common attack azimuths in combat distributions were
selected.

2) An ellipse was laid over the vehicle's apparent center of mass. Its size
was determined by the dispersion of hits for the weapon in question as
determined in range tests.

3) The test director was allowed to select impact points from within the

ellipse.
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The rationale was to simutlate what happens in combat. The Army
claimed that most combat hits would fall within an ellipse of the size
used. because gunners are taught to aim at the target’s center-of-mass
and the ellipse included 68 percent of the hits expected when shots were
s0 aimed. The approach thus combines the use of a combat distribution
(of azimuths) with judgment based on training doctrine, test range data,
and statistical reasoning.

The 08D program manager replied that:

through an apparent statistical error, Army analysts had failed to note
that only 39 percent of even test range hits would fall within an ellipse
of the size used (technically, one standard deviation removed from the
center of mass in each direction).

the apparent center of mass of targets in combat changes as vehicles are
concealed by terrain in varying degrees, and combat hits therefore occur
“all over a vehicle:”

combat data on RrG-7 hits show that only 29 percent fall within the
ellipse outlined by the Army:

a statistical test suggested that the observed combat shots are unlikely
to have come from the distribution hypothesized by the Army.

The result of the center-of-mass aiming approach is to place more shots
in the center of the vehicle than could be expected in combat. This was
important in the case of the Bradley because of controversy about the
relocation of less vulnerable components toward the center of mass of
the vehicle.

We note that 1t is unlikely in general that test data based on center-of-
mass aiming will reproduce combat distributions, because ot additional
features of combat likely to affect hit points. In combat:

targets are often moving:
gunners are being fired upon:
smoke and fire obscure battlefields.

All of these, in addition to the changing apparent center-of-mass of a
target, tend to increase the dispersion of hits.

The failure of the center-of-mass aiming procedure to reproduce combat

data is an illustration of how a shot selection procedure can sometimes
be exposed to the test of data. It demonstrates that a procedure for
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selecting shots can rely in part on data, take account of training doc-
trine, employ statistical reasoning—all of which suggest a striving tor
realism—and still produce a sample of shots that is unlike those to be
found in combat data. And although there is no evidence of intent to
bias the sample, it is in fact likely to be biased in its implications for
vulnerability assessment.

2) LANL report. The Statistics and Operations Research Group at Los
Alamos National Laboratory (LANL) was asked to conduct a statistical
assessment of the rwo competing shot selection methods we have out-
lined. They placed the issues in the context of statistical sampling the-
ory and the discipline of experimental design. Their general
observations were:

Formal experimental design can help research to be efficient by optimiz-
ing sorme criterion that can be measured.

The judgmental selection criterion that live fire shots be “of interest™
cannot be stated in a way that experimental design principles can maxi-
mize it.

The former 08D program manager’s determination to eliminate all possi-
ble biases in JLF shot selection would require the use of some kind of
random sampling.

They concluded that the dispute is a matter of differences in objectives.
Both judgmental selection and random sampling have traditions of use,
and both have strengths and weaknesses. They pointed out that:

Small random samples do not provide precise estimates.

Even small random samples may, however, permit unanticipated vulner-
abilities to appear.

Samples selected using judgment are by definition biased, and they can-
not be used directly to make general statements about the population
they are taken tfrom. in this case the vulnerability of a whole target.

The magnitudes of any biases in judgmental samples are difficult to
assess.,

LANL treated the question of efficiency from a research design perspec-
tive. and pointed out that:

Sampling theory recommends oversampling certain classes of events,

including those where there is more uncertainty. This is consistent with
the judgmental approach.
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Simple random sampling is inefficient, which may be important if the
tests are very costly (e.g., some shots may be nearly duplicative of
others, while other areas may not be sampled).

In the LANL report, experimental design provides a framework for think-
ing about shot selection. but we find there are problems with the
proposal:

LANL treats the judgmental approach as a form of stratified sampling,
focusing on low. medium, and high vulnerability, suggesting that the
oversampling might be done in high vulnerability areas, where variabil-
ity and uncertainty are greatest. In fact, variability may be greatest at
intermediate vulnerabilities. where for example the probability of pene-
tration of armor is close to .5.

It does nothing to resolve the conflict between the objectives of the com-
peting positions.

3) BAST shot selection proposal. The interim method for choosing shots
worked out by the BAST and adopted by the Army’s Bradley test officials
does in fact employ random sampling from a combat distribution. It also
attempts to meet the criticism that some randomly chosen shots will be
wasteful, by constraining the random selection in three ways:

If two shotlines are close together, one will be discarded. The criterion
for this is not specified.

In order to focus on the mechanisms producing crew casualties all shot-
lines will be constrained to pass through the crew compartment.

Shots that will clearly be catastrophic in effect need not actually be
fired but simply scored as K-kills.

Requiring shotlines to pass through the crew compartment limits the
generalizability of any conclusions to—at most—shotlines that pass
through the crew compartment. The BasT procedure sacrifices potential
knowledge of all those vehicle vulnerabilities in other locations, includ-
ing any casualty mechanisms that are likely to originate in materials or
components outside the crew compartment.

The remaining features of the BAST procedures include:
random selection of attack azimuth.
random choice of the left or right side of the vehicle.

selection of an aim point which is always the apparent center of mass
when viewed from the chosen attack angle.
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Our Analysis

random selection of a range from a distribution based on war games and
limited combat data.

However. the actual aim points and ranges in the live fire shot are not
those selected by the above process. Instead, the actual aim point
(termed the "proposed impact point™) is determined by randomly select-
ing a right-left distance and an up-down distance from the apparent
center-of-mass, using dispersion data from tests. These two values
define the point at which the shot is actually fired. The actual range is
set sufficiently close to ensure hit accuracy, with kinetic energy rounds
downloaded to match the impact velocity at the randomly selected
range. That is, the randomly selected range is used only to determine the
appropriate dispersion and the impact velocity for kinetic energy
rounds.

Some experts claim that downloading is unrealistic. They argue that
while the downloaded round’s impact velocity may match that of the
selected range, its yaw and spin do not. Consequently, its penetration
characteristics are different.

There are two main differences between the BAST shot selection method
and the one proposed earlier by the Army. The first is the random selec-
tion of azimuths and displacements from the center of mass rather than
allowing the test designer to select shot locations. This prevents even
inadvertent biases from entering into the selection. The second differ-
ence is that the dispersion data that form the basis for selecting actual
aim points are carried out to three standard deviations, so that shots
will not be restricted to a one standard deviation ellipse. However, the
use of bivariate normal distributions will still tend to place shots more
frequently toward the center of the target than at the periphery, and the
question of whether the selected shots would resemble the distribution
of combat hits remains. BAST does not claim that the resulting samples of
shots will represent combat distributions.

These proposals are complex compromises whose consequences for the
interpretation of the test data obtained are uncertain and difficult to
assess. We believe that technical solutions to shot selection problems like
those proposed by the Army. LANL, and BAST can make some progress
toward working out acceptable departures from realism and the avoid-
ance of bias in shot selection, but they continue to ignore the competing
agendas of participants in the controversy:
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Proponents of judgmental shot selection have confidence in engineering

judgment and vulnerability models, and emphasize efficiency and reli-

ance on expertise. They emphasize the test design features that serve
vulnerability models.

Proponents of random shot selection do not trust model predictions, and
emphasize combat realism and the avoidance of bias in tests, at all costs.
They do not require that vulnerabilities be the quantitative P, s of vul-
nerability models, but want to locate unexpected effects under realistic
conditions.

Something is gained from developing formal selection methods to pre-
vent inadvertent bias in estimates. but this does not solve the problem of
mistrusting motives.

We do not believe that technical solutions alone can resolve the shot
selection problem. Some sort of random selection is the only way to
avoid even the appearance of bias, yet simple random selection is an
inherently inefficient way to select shots. Sampling efficiency is para-
mount in live fire test design because of the expense and scarcity of
targets. Additionally, random selection removes the legitimate expertise
of test designers along with their biases, i.e., the “baby with the
bathwater”. An interim solution might be to designate that some propor-
tion of shots be selected judgmentally and others randomly (although
constrained by rules for excluding clearly wasteful shots). A more satis-
factory solution is difficult without a decision on the objectives of live
fire testing and their priority.

Characterization of Human
Effects

Validity of Damage Assessment

Accurate estimation of human effects is essential to estimating casual-
ties. Typically, plain plywood or instrumented mannequins are used to
estimate the effects, and the raw damage data is interpreted through
models based on corabat data and -or animal experiments.

The January. 1985 JLF Armor plan states that in general, personnel vul-
nerability is “well known,” and the ITCG ME chief told us that casualty
estimates can be obtained by taking some shots and running the data
through maodels. However, other sources cast doubt on the casualty esti-
mates currently being produced.

First, the validity of using mannequins to assess personnel damage is
questioned. 1pA reported the following observations from the September,
1985, armor tests:
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Validity of Animal Testing

Validity of Analytic Methodology

the assessor teams had difficulty agreeing on the extent of personnel
damage that could be inferred from the mannequin damage.

spall damage can be assessed from mannequins, but not pressure, tem-
perature, or flash damage.

mannequins are unrealistic in their flaramability and shielding effects.
certain reactions found in mannequins but not in people (e.g., splinter-
ing) make it difficult to assess the accuracy of model predictions.

The mannequins used in those particular tests and most live fire tests to
date were the plywood. non-instrumented, non-anthropomorphic type.
The principal arguments for this type of mannequin are cost (around
$8). weight, and comparability with past test results. Instrumented
anthropomorphic mannequins clearly yield more realistic estimates of
personnel effects. They are being used for selected shots in the Bradley
Phase II testing, but according to the draft revised JLF, Armor plan, only
the plywood mannequins are scheduled for use in JLF.

Second, the validity of the animal testing is questioned. In the 1984
Bradley vaporifics tests, test personnel reported they could not get into
the vehicle to release the animals for 20 to 30 minutes following the
tests because of the bad post-test environment; a similar phenomenon
occurred in BRL tank tests in the 1950's and M113 tests in the 1970's.
Such delayed observations do not provide a good picture of the real-time
behind-armor effects of flash. overpressure, and other phenomena on
personnel. Additionally, the animals must be heavily drugged for
humanitarian reasons, exacerbating the usual problems in generalizing
to humans from animal experiments. Finally, behind armor effects
affect crew members psyvchologically as well as physiologicaily. The
sudden introduction of brilliant light, choking fumes, swirling gases. fly-
ing metal. jarring motion, loud noise, high temperature, and overpres-
sure is likely to have a severe psychological etffect. The animals cannot
be interrogated as to their psychological condition following a test, and
current vulnerability models do not include any psychological effects
caused by the penetration; nor do they include the psychological effects
on non-casualties from observing casualties in the crew compartment.
Reportedly. the Israelis have some observational data from combat on
psychological effects, but nothing quantifiable.

Third, the analytic methodology used for casualty estimation is ques-
tioned. According to a BRL paper, there is presently no generally
accepted quantitative measure of incapacitation from the prime blast
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Level of Emphasis in JLF

threat. The currently used measure—employed in the Bradley tests and
endorsed by the Army Surgeon General—tends to underestimate casu-
alty production from blast. The JLF/Aircraft Master Plan likewise calls
the method "not fully satisfactory.” Specifically, the analysts' practice
of equating casualty production to a one percent lethality curve omits
the casualties that would certainly result from lesser levels of blast
pressure-duration than defined for this curve.” The BRL paper offers a
more conservative alternative, but admits that it is subjective, neither
supported nor contradicted by the literature.

There is also some disagreement over how much ear damage incapaci-
tates a crew member. The BRL paper maintains that eardrum rupture,
and its accompanying pain and hearing loss, can render a soldier ineffec-
tive in performing certain tasks, and therefore offers the 50 percent ear-
drum damage curve as a threshold for incapacitation. However, there is
little evidence in the literature to support or reject the claim that ear
damage results in a casualty. There is also reportedly little data on the
effects of spalling, overpressure. etc. in combination, i.e.. as they occur
in combat.

The JLF/Aircraft Preliminary Plan and draft revised JLF/Armor plan are
both sketchy on crew effects. The objectives for the aircraft plan are
written more as statements of need than objectives, with no explanation
of how they will be carried out. None of the FY1985 or FY 1986 tests
addressed crew effects. According to the JLF/Aircraft program manager,
they will not be looking at what kills a pilot, but that the effect of pilot
loss will be ““factored in™ to P, . He could not offer any more details.
The armor plan lists personnel as a component (this is common in the v L
community) and says only that the number of casualties will be assessed
with appropriately clad plywood mannequins. The current 0SD program
manager has asked for more attention to crew effects in the next
revision.

The current 0D program manager believes that historically, the vulner-
ability community has shown insufficient interest in crew survivability
issues. As noted earlier, he has cited crew survivability as his principal
concern, and has asked the JLF program managers to emphasize it more
in their test programs. Given the current state of the art, however, we

"The one percent lethality curve is the curve of pressure-duration levels that is lethal nne percent of
the time.
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do not believe that precise estimates of casualties can be a realistic
expectation of JLr.

Incentive Structure

No Overall Requirement for
Aircraft Testing

Lack of Linkage Between Live
Fire Testing and Procurement

Threatened Interests

Strictly speaking, DOD's incentive structure is not a methodological issue.
However, T&E of high methodological quality requires an environment
that features and facilitates objective, realistic, and adequately financed
testing. Consequently, it merits discussion here.

Though some aircraft are undergoing live fire testing as part of the qual-
ification process (described below ). and test officials ¢laim that vulnera-
bility issues have higher priority than in the past, but according to .ILF/
Aircraft officials, there were still no overall requirements for vulnerabil-
ity testing of aircraft in the acquisition process prior to the passage of
the live fire legislation.

The gap is potentially bridged by JLF: Aircraft, but they have not sched-
uled any full-up firings before FY1989. Given that the program is
already behind schedule and further delayvs are expected, the actual
date may be still later. The phasing logic is perfectly reasonable and
appropriate from a tester’'s viewpoint. However. if there are serious vul-
nerabilities that can only be detected by full-up firings, they will remain
undetected while the system in question continues to be procured.

DOD has not established any linkage from JLF and related live fire testing
to the procurement cycle. There is nothing requiring the sros to use the
test results to improve their systems, and no requirement that produc-
tion be stopped or slowed down it serious problems are found. The only
exception is the Bradley. where the input of live fire testing to procure-
ment has been Congressionally mandated. The new hve fire legislation
mandates this input for new systems, but will not atfect currently
fielded systems such as those being tested under .ILF or the Army ( Brad-
ley excepted). These systems are expected to be in the inventory art least
though the end of the century.

It 15 clear from the Bradley situation that realistic, full-up live fire test-
ing can represent a real and unpredictable threat to the “"business as
usual” of procurement. It logically follows that some interests within
pon—specifically, those rewarded for successfully managing a system
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Comparison Programs

through the acquisition cycle—are threatened as well. We do not ques-
tion the integrity of any of the individuals involved. However, despite
claims that the needs of the soldier come first, the current incentive
structure seems to support other competing goals.

[material deleted]

Comparisons With Past
Live Fire Testing Programs

Armor

Iy
i
W

1} CARDE trials. JLF 'Armor documents refer to these tests as the last com-
prehensive series of live fire tests involving armored targets. They were
conducted in the late 1950s at the Canadian Armament Research and
Development Establishment (CARDE) as a joint Canadian, UK. and U.S.
effort. Their purpose was to provide data to be used 1n the selection of
the size and type of warhead to be used in the Shillelagh and Swingfire
missiles. These tests:

were intended to assess the lethality of experimental 5, 6, 7, and 8-inch
shaped charge warheads rather than fielded munitions;

consisted of 68 static detonations against M-46, M-47. and M-48 tanks
rather than real threat vehicles: and

employed non-functioning target vehicles that were missing components.

Early JLE Armot planning called for JLF to be a modern CaRDE trial. But
the JLF goals of testing fielded weapons and vehicles. with at least some
fully combat loaded shots represents an improvement in the realism of
test conditions, as compared to CARDE. Nonetheless the CARDE data base
formed a substantial part of the foundation for the primary computer
vulnerability model (Compartment-Kill) used over the past 25 years.

The function that was settled on to represent the CARDE data was a curve
relating the assessed loss of vehicle firepower or mobility to the size of
the exit hole produced by the shaped charge at the interior surface of
the armor. An analysis by the System Planning Corporation (spC) of the
way the data from these trials were aggregated shows that without the
very large 8 charges. which almost always produced a large hole and
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very large assessed kill values, there is very little trend in the data.
Although there is variation in the size of holes for the remaining
charges, this variation is not related to assessed loss of mobility or fire-
power. It appears theretore that all lethality assessments conducted
using the computer model constructed around the CARDE data have con-
tained a bias in favor of those anti-armor weapons producing large exit
holes behind armor, without consideration of any other effectiveness
factors (e.g.. blast, overpressure).

2} A-10 GAU-8 (Lavp) tank tests. Between 1978 and 1980 a total of 410
aerial gun firing passes were made by A-10 aircraft against arrays of
[1.S. M-47 tanks as part of a program to test the effectiveness of the
ammunition for the GAU-8 gun.” Seven passes were also made against
[material deleted] and eleven were made against [material deleted] The
tests were called the A10-GAU-8 Lot Acceptance Verification Program
{LavP). The LAVP tests were the only major live fire tests in the ULS. with
armored vehicles after the CARDE trials and before JuF. The LAVP tests
were a model for the initial proposal of JuF, according to the former OsD
program manager. They illustrate some of the potential uses of full-scale
live fire tests, as well as some of the difficulties in conducting them and
interpreting the results.

The design of the Lavp tests was guided by the effort to be as realistic as
possible, with a higher priority placed on realism than on scientific
reproducibility. The M-47 tanks were loaded with main gun ammunition,
diesel fuel. lubricating oil, and crew mannequins ( plywood for the early
rests and mild steel for the later tests). They were arrayed in groups
simulating [material deleted] and were originally in operating condition.
The pilots making the firing passes were instructed to fly at low alti-
tudes and low dive angles to simulate movement through a hostile air
defense syvstem but were otherwise unconstrained (recall that in JLF and
other current live fire testing, munitions are not being fired from actual
operating weapon systems).

After each pass a combat damage assessment team documented aircraft
flight parameters and a large amount of information about the location
and effects of each projectile hit on the tanks The data were published
by the Naval Postgraduate School and were eventually stored in an
information retrieval system at Eglin AFB so that the v 1. community

“LAVP rested effectiveness rather than lethality, because actual operating weapon systems flying
arcraft were ased to fire the shots, and targets (tanks) were placed in operational formarions
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Aircraft

has access to the test results. The results have been used to check the
predictions of vulnerability models.

Despite the effort to be as realistic as possible, the Lave tests did depart
from combat realism in a number of ways. In addition, they raise some
other issues that are relevant to live fire testing in general:

Although the M-47 is in the same class of tanks as the [matenal deleted]
of interest, most of the targets were surrogates rather than [material
deleted] vehicles.

The electrical systems and engines of the tanks were not operating dur-
ing the tests and were not tested hefore or after the firings.

The tanks often were missing some components which, while not them-
selves critical, are thought to shield critical components in combat con-
figured vehicles, so that damage levels could be higher in the tests than
they would be in combat.

For safety reasons high explosive warheads could not be installed in the
main gun ammunition rounds stored in the vehicles. so conventional
assumptions about the consequences of hits on these rounds were used.
Fuel and oil were not heated to operating temperatures, and so were less
sensitive to fire than they would be in combat.

The use of multiple-hit firing passes, while realistic in allowing any syn-
ergistic effects of several nearly simultaneous impacts to occur, made it
difficult to estimate a kill probability for single hits.

The use of a non-standard damage assessment procedure has made some
vulnerability analysts reluctant to take account of the results in their
work. However, the former 0SD JLF program manager and at least some
outside experts have a different explanation: they think modelers have
avolded and discounted Lave out of fear that it would expose weak-
nesses in their models.

1) Test and Evaluation of Aircraft Survivability (TEAS). As noted earlier,
TEAs was the only U.S. systematic live fire testing program ot aircraft.
According to the JLF Aircraft program manager, the TEAS test providing
the best model for the upcoming JLF full-up testing was the F-4 test. In
this test, Soviet projectiles, were fired at a full-up operational F-1A.
with the emphasis on fuel system vulnerability. However, several key
environmental factors were not simulated: airflow, altitude, altitude his-
tory, maneuver load, and slosh. It is not clear why airflow was omitted.
given that other TEAS tests included it (e.g., A-TD). As noted earlier, air-
flow is being simulated in relevant JLF tests. but there is no still no satis-
factory capability to simulate the other environmental factors.
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A 1973 evaluation by pon’s Weapons Systems Evaluation Group (WSEG)
found 4 general absence of systematic planning of tests, with few writ-
ten test plans available for review, and tests underway with no written
plans. In this regard, JLF/Aircraft has clearly improved upon TEAS; all
individual test plans for FY85, FY86, and FY87 were written before test-
ing began. However, the major substantive concern stressed in the TEAS
evaluation remains unresolved in JLF. This was that the then current
methodology for estimating vulnerable areas had two major deficiencies:
it did not provide for the validation of estimates (P, 's) and it failed to
reveal the uncertainty in the estimates. WSEG regarded these as “"grave
omissions”, casting doubt on any estimate produced and making it
impossible to resolve disputes over estimates (estimates can vary con-
siderably; for example, a JTCG, Aircraft report estimated the vulnera-
bility of the bottom aspect of the A-7D to be 3.6 times higher than the
aircraft manufacturer’s estimate for the same threat). They concluded
that the deficiencies would continue unless the TEAS program developed
the necessary scientific discipline and data base to substantiate vulnera-
bility estimates. Fourteen years later, the conclusion is equally applica-
ble to JLF Aircraft.

In sum, there appear to have been improvements in program planning
and simulating realistic environments, but little or no improvement in
producing scientifically valid vulnerability estimates.

2y Qualification testing. Between the termination of TEAS in the mid-70s
and the beginning of JLF, there were no live fire testing programs with
the objective of quantitatively assessing vulnerability. However, all
three services have used live fire testing in the qualification process for
at least some new aircraft. Typically, an aircraft will have a specific
survivability requirement. e.g., the engine must survive a 12 7 mm
threat. Live fire testing can be used to validate that this requirement has
been met. Examples include survivability of the A-10) (fuel cells and
structures), the F; A-18 (engine fuel ingestion), and the UH-60 (various
components).

Many of these tests are live fire by any definition, with Soviet rounds,
full-up components, running engines, and airtlow where appropriate.
However, the objectives are much more limited than in TEAS or JLF. For
example, such a test will attempt to determine whether a particular
threat kills an aircraft or component; it will not necessarily atterpt to
characterize the kill mechanism, extrapolate to different size or type
threats, or generally enhance the vulnerability data base in a systematic
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way. Although targets are provided by the program office, availability
of targets is still a serious constraint on test design.

Comparisons With Foreign
Live Fire Testing Programs

UK.

[material deleted]

The U.K. has a live fire test program for aircraft. It was described as
similar to JLF, with component vulnerability trials followed by “proof™
tests on a complete aircraft. However, the U.K. testers reportedly prefer
using surrogate munitions (developed from captured threat munitions)
to using actual threats, and redesigning or hardening current aircraft
does not appear to be a program goal: rather, the emphasis is on validat-
ing methodology for estimating vulnerability. Target availability may be
less of a problem than in the U.S; as soon as an aircratt becomes surplus,
the live fire program has first claim on it. This contrasts with the 1S,
program where numerous other programs would compete. On the other
hand, U.K. testers typically have less money for testing.

ILF Aircraft has a cooperative agreement to exchange live fire test plans
and reports with the UK. Two of the aircraft being tested are common
to both nations (AV-8 and UTH-60). A U.S, tester described the UK. plans
as ingenious, particularly with respect to design efficiency.

There is no analogous cooperative agreement between the UK. and JL¥
Armor. A BRL official in contact with the European v L communities had
not seen any evidence of British hive fire testing of actual armored vehi-
cles. A British embassy official told us they are very concerned with
armored vehicle vulnerability. and do some live fire testing. From their
description, they may focus more than the U.S. on finding improvements
than on satistyving the requirements of the system being tested. Other
sources report extensive UK. testing against instrumented armor-bound
simulated vehicles. leading to important contributions on vaporifics and
other behind-armor effects.

[material deleted]

“|materal delered|
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In this chapter we addressed the evaluation question, “What has been
the methodological quality of the test and evaluation process?”” Our con-
clusions follow.

Program Objectives

With the exception of the model validation objective, the four JTCG
abjectives for ILF are not stated in an specific evaluable way. There are
no specified comparisons to be made or criteria to be met, only a state-
ment that the state of knowledge on the vulnerability or lethality of
weapon systems will somehow be improved, This vagueness means that
three of the four objectives can appear to have been accomplished
regardless of the methodological quality., cost-effectiveness. or useful-
ness of the program.

More specific objectives, such as performing empirical comparisons
between v L improvements and baseline configurations (as in Bradley
Phase II), would allow more useful information to be produced.

The model validation objective will not be accomplished in a scientifi-
cally defensible way: however, it is likely the models will at least be
improved. The extent of the improvement will depend on the test results
and how they are interpreted by the v L. community.

Armor

Overall Planning

The persistent failure of osp and JLF Armor test officials to reach an
agreement about the approach to be taken to live fire test design has
caused delays of implementation and waste of JiLF resources in repeated
plan revision. Consequently, the first DTP was still not in final form after
two years.

In important respects, the October, 1986, draft revised JLF Armor
master plan resembles the 1984 version. which had been rejected by osnh
because of inconsistency with the objectives of JLr. The 1986 version
specifies that 1) approximately two-thirds of the shots will be warhead
characterizations or studies of behind armor debris. rather than shots on
vehicles, and 2) target condition is mostly inert or semi-inert, with only
20) percent of shots on vehicles to be full-up.
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Setting Test Objectives

Test Planning

Implementation

Analysis and Results

In their present draft form, JLF/Armor outline test plans generally
repeat one or more of the JTCG statements of overall JLF objectives as
major test objectives. 'Each outline plan also has one or more specific
objectives. Some of these may be infeasible.

The Bradley Phase Il objectives are much more specific.

The objective of training damage assessors as part of a single test was
unrealistic.

Early DTrs were primarily driven by target availabilitv and the data
needs of modelers. Newer plans are more realistic in their inclusion of
lead 1ime for obtaining or developing hardware, but some specify that
targets may not be available.

The Bradley controversy has led to a very rigidly specified live fire test
plan which leaves little to the judgment of testers on the range. The
Bradlev Phase II plan is the most detailed and thoroughly specified live
fire test plan produced to date.

The Bradley Phase I1 plan places grearer explicit emphasis on casualties
and on fire and explosion than previous Bradley or JLF, Armor live fire
tests. However. it misstates to some extent the position of the BAST
group assigned to develop the test’s shot selection methodology, and
proposes the use of a questionable statistical test.

Testers are very sensitive to test efficiency from an engineering stand-
point, i.e., designing tests to conserve targets and prevent testing effects.

Within JLF, Armor. a training and demonstration test has been imple-
mented. It departed from the plan in a number of ways, primarily due to
changes in target availability.

The implementation of Bradley Phase 1 was a source of considerable
controversy. To avoid recurrences, the DTP for Bradley Phase Il requires
explicit osp approval for departures from the plan.

Surrogate munitions stored in the [material deleted] vehicle may have
reacted more violently than actual munitions would have. potentially
biasing the Bradlev vs. [material deleted] comparison in favor of the
Bradley: however, this was not reported to Congress. We believe that
the use of surrogates and questions about their equivalence to actual
Soviet munitions should have been reported.

The two JLF: Armor reports were preliminary drafts that provided little
indication of how the data will eventually be analyzed.
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Other than assigning damage assessment values to the shots, no attempt
was made to analyvze the M-48 tank training test.

The DA report’s treatment ot the M-48:[material deleted] test as a meth-
odological comparison is questionable,

Aircraft

Overall Planning

Setting Test Objectives

Test Planning

Implementation

Analysis and Results

In general, JLF ' Aircraft planning has been well organized and thorough.
JLF: Aircraft established a formal process to designate test priorities;
however, test priorities were actually driven by more pragmatic con-
cerns (target availability and the need to ensure tri-service cooperation).
The principal constraint on realism is the inability to simulate flight con-
ditions on the ground. Airflow is used to simulate airspeed but the cov-
erage area is small, and other environmental factors affecting fire are
not simulated at all,

In FY&85 and FY86 oTrs, JLF - Aircraft specified objectives congruent with
the version of the program objectives they had established. These were
generally feasible, with the exception of objectives related to determin-
ing probabilities.

JLFSAireratt test designs are generally congruent with test objectives.
efficient with respect to conserving targets, and realistic given their lim-
ited objectives.

Some DTPs specified target requirements which exceeded the availability
of those targets.

Testers are highly sensitive to test etficiency tfrom an engineering stand-
point. i.e.. designing tests to conserve targets and prevent testing effects.
uTrs omit key information (e.g., data analysis plans) and are inconsis-
tent in selection of threat velocities.

To the limited extent we could observe them, departures from test plans
have generally been reasonable.

Only one draft report has been completed—the F100 engine steady state
fuel ingestion test. This report omitted key information, overstated the
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generalizability of results, and presented a highly questionable model.
Recommendations were congruent with results and sensitive to the like-
lihood of user acceptance.

General Issues

Conflict Over Objectives

Availability of Targets

Statistical Validity

The JLF charter did not define live fire testing well enough to give test
designers a clear direction.

There have been several conflicting versions ot the objectives of JLF and
live fire testing in general. This appears to have in part resulted from
the decision to task the JTCG's to implement JLF.

The conflict over objectives reflects underlying differences between the
interests of proponents of full-up testing and those of modelers, result-
ing in largely incompatible approaches.

The principal constraint faced by all ILF test officials is a lack of targets.
This i1s in part a result of inadequate planning; there is no assigned
responsibility to provide targets and related support to JLF. Conse-
quently. test officials have had to spend a substantial portion of their
time “selling’’ the program to skeptical service components.

The systems and components that JLF does receive are trequently in
poor condition, yet JLF provides no funds for restoration.

JLF has been further hindered by competing governmental and non-gov-
ernmental interests and negative attitudes toward destructive testing.

In general, the sample sizes of JLF and related live fire testing have not
been sufficient to produce statistically reliable results. This would be a
problem even if the number of targets listed in the test plans could be
obtained.

The statistical input to JLF has been minimal and had little effect. and
the few applications of statistical analysis to live fire test data thus far
are highly questionable. Several efforts are underway to make live fire
tests more statistically interpretable.

As a substitute for statistical analysis. engineering judgment—which is
heavily relied upon throughout the v L assessment process—has little
scientific validity, being subject to individual and collective biases.
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Shot Selection

Human Effects

Incentive Structure

The most common form of vulnerability /lethality indicator—probability
of a kill given a hit P, —has not been demonstrated to be reliable or
valid.

Controversy over shot selection is to some degree a conflict between
sampling efficiency and the desire to avoid bias at all costs.

Random sampling from combat distributions is a reasonable way to pre-
clude intentional or inadvertent bias in shot selection. However. sam-
pling from a uniform distribution avoids tester bias and biases in the
combat data.

The shot selection probiem will not be resolved by technical solutions
alone. An interim solution might be to designate that some proportion of
shots be selected judgmentally and others randomly, but ultimately, it
appears impossible to agree on how to select live fire shots without first
deciding on test objectives.

JLF plans do not provide an adequate treatment of human effects.
The claims of some .ILF officials that personnel vulnerability is well
known are overstated

Given the current state of the art, it is unlikely that JLF will produce
precise estimates of casualties.

DOD's incentive structure is not entirely conducive to realistic live fire
testing. [material deleted]

Comparison Programs

Past Programs

Foreign Programs

The state of the art of live fire testing has improved since prior live fire
testing programs, but some potentially solvable problems raised earlier
have not been solved. For example, little progress has been made in the
empirical validation of v L estimates (P, s).

[material deleted]
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Summary Conclusion » There is little completed testing on which to base a methodological eval-
uation. However, it is apparent that the technical capability to do full-up
testing is not well developed. This is partly due to the historically low
emphasis on live fire testing in the U.S.
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Advantages of Full-Up
Live Fire Testing

Full-up, live fire testing offers a unique advantage over all other meth-
ods of v L assessment. [t is the only method providing direct visual
obhservation of the damage process caused by a weapon/target interac-
tion under realistic combat conditions. Conseguently. it is less reliant on
unverified assumptions than other methods (e.g., ammunition is on
board; therefore, analytic estimates of what would have happened had
ammunition been on board are unnecessary).

A single shot can identify an excessively vulnerable component or unex-
pected kill mechanism, reveal model flaws, and generally provide quali-
tative insights into the vulnerability or lethality of the system and how
to improve it. A few shots can tentatively characterize these phenom-
ena, e.g., show how vulnerability progresses with threat size. Matched
comparison shots, such as those being fired at the Bradley M3 and
M3(HS), can be particularly useful because absolute measures of vulner-
ability are not required. The descriptions of directly observable damage
that full-up testing provides are regarded as highly beneficial to users.

Despite the meager amount of live fire testing to date. there are already
several examples of live fire “surprises”. i.e., results that were not pre-
dicted, and might not have been detected by other means of testing or
analysis.

The Air Force introduced a new hydraulic fluid, 83202, which labora-
tory tests had demonstrated to be less flammable than their standard
hydraulic fluid. 5606. However, the JLF F-15,16 hydraulic fluid live fire
tests with airflow suggested the opposite: 30 percent of shots on 83202
resulted in fires, compared to 15 percent of shots on H606.

In the A-6 dry bay foam tests (pre-JLF), the effectiveness of reticulated
foam in preventing fires was tested. As expected, the foam reduced the
likelihood of the dry bay catching fire, relative to the baseline (no foam)
condition. However, when the foam did catch fire. the fire was more
severe than in the baseline condition The results were later used to per-
suade NavAIR and the aircraft’s manufacturer against using that particu-
lar foam.

In the Bradley Phase [ tests, the automatic fire suppression system

{ AFSS) false alarm rate proved to be unexpectedly high. The halon bot-
tles discharged even though there was no fire on 15 percent of the shots
into the space protected by it.

In the Bradley Phase 1 tests. direct hits by primary penetrators on the
explosive or propellant sections of on-board ammunition were shown to
pose the most significant threat to the Bradley and its crew, though
some impacts appear to be survivable. Although previous tests and
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other data indicated the threat posed by penetrator impacts on stored
ammunition, the findings that some impacts will not produce cata-
strophic results were disclosed only by the live fire tests.

Limitations of Full-Up
Live Fire Testing

Cost The primary limitation of full-up live fire testing is cost. principally tar-
get costs. High testing and restoration costs also contribute substantially
to the total. The Bradley testing was estimated to have cost. as of
December, 1986 (midway into Phase II), $30-35 million. The M1/ M1Al
tank testing is expected to cost $55 million.

Target Costs IS, front line armored systems currently cost as much as $3 million.
aircraft as much as $35 million. Threat systems pose problems of availa-
bility as well as cost. By its nature, full-up live fire testing is destructive
so reuse of targets is limited. Target preservation is the principal ratio-
nale for departures from full-up configurations in v L testing, i.e., to
exclusion of fuel, ammunition, and -or hydraulic fluid. Unfortunately.
these ingredients are generally considered to be the principal contribu-
tors to casualties and target kill, and therefore the main reason for doing
the test. And they are subject to complex interactions (1.e., synergistic
effects) that cannot be assessed by separate component tests.

Testing Costs Setting up and conducting a full-up test requires elaborate facilities
{including stringent safety precautions). It also requires time consuming
post-shot data reduction and analysis. and the close attention of senior
officials.

Restoration Costs When the target is salvageable, damage repair is also costly. Considera-
ble care must be taken to ensure that targets are fully restored between
shots, so as to minimize testing effects. When tests are conducted with
flammable substances on board, the time and cost of restoration are
greatly increased. [material deleted]
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Testing Costs as a Proportion of
Program Costs

We believe that testing costs need to be viewed in the context of total
program costs. By one recent estimate, the total cost of acquiring 6,882
Bradleys will be $10.74 billion. Thus, even if the total cost of live fire
testing of the Bradley were to reach $50 million it would still be iess
than one-half of one percent of the total program cost. And given the
interruptions and redirections that have plagued the Bradley testing,
and the fact that it was the first armored system tested (i.e.. initial costs
of instrumentation, etc., had not been absorbed), its testing costs may be

unrepresentatively high.

Limited Information Yield

Full-up testing has been criticized within the v.L community on the
grounds that catastrophic Kills (i e., shots that result in the destruction
of the target ) yield very limited information. In their view. a vehicle or
aircraft is sacrificed for essentially one data point—whether or not it
blew up. The reason is that all evidence of the kill mechanism. as well as
much of the instrumentation for recording it, is destroyed with the tar-
get. Proponents of full-up testing maintain that the information that is
obtained is the key information needed. both for assessing and reducing
vulnerability, and that full-up testing is the only way to obtain it.

Different viewpoints aside, it is clear that a completely destroyed target
leaves little record of the means of its destruction. Shotlines cannot be
traced. component damage cannot be studied. and littie is produced of
use to V:L modelers. To the extent that this information is important to
the v 1. assessment process, it is better obtained by other means. How-
ever, the “one data point™” argument is somewhat extreme. A full-up tar-
get is not completely destroyed or even significantly damaged each time
it is shot. When it remains intact, it can provide much of the same
detailed damage assessment as an inert target, without the uncertainties
of analytic assumptions required by the inert targer.

Limited Generalizability of
Findings

Testing provides point estimates of damage tor selected values of con-
trolled variables. However, v L estimates (qualitative as well as quanti-
tative) are reqguired over a range of values for these variables. so these
point estimates must be generalized to make inferences about conditions
not tested. Where a reasonable approximation to a true continuum can
be tested, as in some component and subcomponent testing, general-
izability is less problematic. It is particularly problematic with fuli-up
live fire testing, where typically only a small proportion of relevant test
conditions can actually be tested.
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Generalization takes two forms: interpolation within the range of tested
conditions. and extrapolation outside the range. Extrapolations are
clearly the riskier of the two. They must receive additional guidance
from experience or from an understanding of the physical principles
involved. yet experts in the v L community admit that these principles
are not well understood with respect to full-up testing. The IDA report
noted that generalization by interpolation is useful and usually valid.
However. they neglected to point out that even interpolation is compli-
cated in live fire testing by the statistical unreliability of the point esti-
mates. If one of those estimates is an atypical result, then interpolations
computed from it will be atvpical as well.

Limited Redesign
Opportunities

JLF aircraft and armor test officials and outside experts believe that live
fire testing of developed systems can have, at best. limited impact on
those systems. From preliminary development on, designs tend to be
“frozen”, making major changes prohibitively expensive. For example, a
live fire test might reveal an aircraft wing to be excessively vulnerable.
Even if the aircraft is not vet in production, the wing design would have
been frozen, possibly for years. Any change would change the perform-
ance of the fuselage and all related stresses. Weight tolerances of tacti-
cal aircraft are extremely narrow, so additions of even a few pounds are
problematic. This is not to suggest, however, that important vulnerabil-
ity modifications are never feasible after development (e.g., the addition
of reactive armor tiles to the Bradley vehicle).

The new live fire legislation (Section 910 of the FY87 defense authoriza-
tion act) specifies that live fire testing must be completed before pro-
ceeding bevond low rate initial production (LRIP). LRIP will produce
targets that are reasonably representative of the final version. This is
desirable from the standpoint of realism; however, testers claim that
generally. it is already too late to incorporate significant vulnerability
reductions into designs. They recommend live fire testing of components
during development (also specified in the legislation) and “*proof™ test-
ing at the end. For the same reason, they see the main benefit of JLF and
other live fire tests of fielded systems as reducing vulnerability of
future systems through lessons learned.
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In view of the above limitations, other methods are brought into the v L.
assessment process. Two of these—subscale testing and inert testing—
are types of live fire testing. Two others—analysis of combat data and
modeling—are not. We discuss all four here, but in light of the contro-
versial role of modeling in live fire testing, modeling is the main focus.

Subscale Testing

Test firings against system components are a common source for vulner-
ability dara. They can generally support larger sample sizes than full-
scale tests, and are useful in determining the boundaries of effects and
providing input to prediction models. Like full-scale targets, components
can be inert or full-up, depending on the objective (e.g., a fuel tank can
be tested inert to assess structural damage or full-up to assess
probability of fire). More basic than compoenent tests, but still related,
are terminal ballistics tests (for vulnerability) and munitions perform-
ance tests (for lethality ). Terminal ballistics tests, in which armor plate
or other materials are the objects of test firings, are not necessarily asso-
ciated with specific developmental items. but rather, contribute to the
data base and provide insights on component vulnerability. They are
particularly useful in the development of physical theory for munition
effects on target elements (e.g., armor plate). Munition performance
tests provide fragmentation distributions of space, mass, velocity, etc.
Their use parallels that of terminal ballistics tests, but from a lethality
perspective.

The principal limitation of subscale tests. whether full-up or inert, is
their failure to provide direct evidence of interactive (i.c., synergistic)
effects un realistic targets. For example, an aircraft fuel tank can be
damaged, leak fuel, but not result in aircraft loss. An engine can ingest
fuel, stall, recover, and not result in aircratt loss. However, when the
two systems are integrated by the engine inlet, aircratt loss can occur.
The fuel now leaks into the inlet, flows into the engine, and detonates;
the resulting flame propagates forward in the inlet to the damaged fuel
tank, and ignites the leaking fuel. Even though the engine recovered, the
aircraft is lost due to the fuel system fire. Subscale testing can supple-
ment full-up. full-scale testing, e.g., in design and interpretation. but
cannot substitute for it.

Inert Testing

Inert testing of full-scale targets is superior to full-up testing in charac-
terizing mechanical damage to individual components caused by the
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residual penetrator and spall. Assessors can directly compare the func-
tioning of individual components before and after each shot. Since flam-
mables are not onboard the target in inert testing, targets remain in
testable condition longer before having to be discarded. Additionally.
fewer internal components require replacement between shots. All are
reasons why the v L community tends to prefer inert over full-up
testing.

Advocates of full-up testing view mechanical component damage as of
secondary concern. To them, making the vehicle inert removes the pri-
mary contributors to casualties and target kill: flammable substances
causing catastrophic damage. Catastrophic damage cannot be directly
observed from shots on inert targets. In the M-48 tank tests in Septem-
ber. 1985, assessors were instructed to score a K-kill if and only if the
casing of any ammunition round was penetrated. This particular
method—which followed the standard damage assessment guidelines
for armor—can underestimate the true likelihood of a K-kill because
catastrophic fires may also result from hits in other locations. However,
even if a more realistic method were used, inert testing could still only
be used to infer catastrophic damage through an indirect analytical pro-
cess, intrinsically limited by the current state of knowledge. Such infor-
mation is not a direct result of the test shot, as it is with full-up testing.

Combat Data

Combat data provides information from realistic. full-up interactions of
weapons and targets. By definition. combat data provides greater real-
ism than any other source. It can be used to obtain aggregated
survivability measures, such as kill or loss rates, as well as likely direc-
tion of fire. distribution of hits. vulnerability of subsystems, and critical
vulnerability interactions. Analyzing available data is considerably less
expensive than testing. The Israelis report frequent use of combat data
to improve the survivability of armored vehicles.

One philosophy of live fire testing argues that testing should approxi-
mate combat in any way possible. including tactics and formation: scien-
tific control and related technical concerns are secondary. According to
this view, combat data is a more useful tool for v L assessment than the
controlled testing characteristic of JLF. Nonetheless, combat data are
obviously limited to munitions and systems that have actually been
employed and may not represent systems of interest. JLF includes some
systems that have been in combat, while the live fire tests required by
the FY&7 authorization legislation will, by definition, be confined to non-
fielded systems. Combat data can be useful for designing live fire tests
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of such systems, as discussed earlier. But even with systems having
been employed in combat. combat data provide less scientific control
than testing, and offer no view of the damage process, only the results.

Modeling

The Role of Models in Live Fire
Testing

As noted previously, the assessment of the survivability and effective-
ness of UL.S. weapons has come to depend increasingly an computerized
v-L models over the past twenty-five vears. This trend has corresponded
with a period of rapid cost growth of weapon systems, which has tended
to limit the amount of full-up live fire testing that is feasible. v L models
are seen as a potential solution to the problem of high testing costs.
Assuming a model is valid, it can greatly increase the generalizability of
a few live fire test shots. Additionally. models have the unique advan-
tage of applicability to systems not vet built. This permits a greater
range of redesign possibilities than tests on completed systems. The out-
put from v L models is also used in a variety of other activities in DOD,
including war games, simulation models, weapons design, and logistical
planning for repair times and stocks of spare parts.

Both live fire tests and models are ways of assessing vulnerability or
lethality. A considerable part of the controversy over the planning and
direction of the JLF/ Armor tests stems from differing positions over the
proper role of v L models in live fire tests and the relative value of mod-
els and live fire tests in determining vulnerability and lethality. Similar
models are used in assessing aircraft vulnerability, but their role in the
JLF, Aircraft tests has been less controversial. This is largely because
they are viewed as less central to the design and interpretation of the
aircraft tests.

The position taken by the vulnerability analysts at BRL is that live fire
test data alone are not sufficient for determining target vulnerability
and weapon lethality. Targets are complex in their geometries and com-
position, they have many different components, and there are many dif-
ferent types of munitions. It would therefore be prohibitively expensive
and time consuming to conduct live fire tests of the effects of all types
of munitions over all the surface area of all potential targets.

Because of the practical limitations. BRL argues that live fire test data

should be used to "provide critical input and ultimate calibration of
evaluation models™ which currently exist. Theoretically, if there were

Page 107 GAQO PEMD-87-17 Evalualing Live Fire Testing Programs



Chapter 4

What Are the Advantages and Limitations of
Full-Up Live Fire Testing. and How Do Other
Methods Complement Full-Up Testing?

well-validated models of the effects of threat on targets it would be pos-
sible to provide accurate predictions about the vulnerability and lethal-
ity of at least some of the targets and munitions which have not been
directly tested, including those which do not yet exist.

1) Armor. The v L models currently used by armor modelers are
intended to permit the integration of ballistics test results, geometric
descriptions of the targets and the characteristics of munitions to permit
predictions of the results of the impact of a particular weapon at a par-
ticular location, angle, etc. on a target. Calculation of such predictions
for all possible shots then permits general statements about the overall
vulnerability of a U.S. armored vehicle to a particular threat, or the
lethality of a weapon against a threat vehicle. The mapping ot a vehi-
cle's vulnerability over its surface or the determination of an aircraft’s
“vulnerable area”—or some summary index derived from the maps—
constitute the quantification of vulnerability or lethality called for in
the JLF charter.

The approach advocated by the BRI for assessing the vulnerability of
combat vehicles is illustrated in Figure 4.1. It shows the place of full-
scale live fire tests among modeling and subscale tests, including the
testing of components and armor. BRL acknowledges that they have fol-
lowed this approach for the past two decades, but without benefit of
full-scale testing. In this sense, the modelers have been operating in an
“open loop.” Unable to realistically test the accuracy of their predic-
tions, they have instead relied on engineering judgment and subscale
tests to provide input values to the models.

IFrom this point of view the role of v L models in live fire testing is first
to "support” the tests. The models:

guide shot selection in test planning,
provide pre-shot predictions of the etffects of the shotlines selected. and
assist in the graphic display of test results.

The Bradley Phase I live fire tests, for example, used the output from a
vulnerability model in each of these ways.

The second aspect is the use of the tests to improve the models. The
vulnerability modelers argue that if live fire test results can be used to
improve the models, the value of the tests is spread to the other uses of
the v . models, in more accurate v L predictions for weapons that cannot
be tested, and in enabling vulnerability reduction programs to examine
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Figure 4.1: Approach to Vulnerability
Assessment Preferred by BRL
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the effects of proposed design changes. Any improvement in the predic-
tive accuracy of models would thus also benefit the other uses to which

v L models are put.
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2) Aircraft. The JLF/Aircraft tests employ models similar to those used
by armor analysts. These models generate shotlines through geometric
descriptions of targets, and predict the effects of specific shots—what
will be hit. penetrated, etc. Models are also used to calculate the vulner-
able area of an aircraft perpendicular to a shotline, based on the vulner-
ability of components and their geometries. There are also more
specialized models to simulate operational aspects of aircraft such as the
gravitational loads on wings. There is some use of non-computerized
models, such as formulas on what happens to metal under ballistic
threats.

There is, however, less evidence of a unified position on the role of mod-
els in aircraft testing among the members of the aircraft survivability
community we interviewed. Officials told us that TEAS had led to a skep-
tical attitude toward existing vulnerability models in JLF; Aircraft,
because fire and explosion were unpredictable. The JiLF/Aircraft Prelimi-
nary Plan does acknowledge that a number of the models currently in
use are inadequate or lack validation and modelers described to us sev-
eral ways in which they anticipate improvements to models as a result
of JLF tests. It appears that models and the concerns of modelers play a
less central role in the planning, design, and interpretation of aircraft
survivability tests than in the armor tests.

3) Critics of modeling. The former 0SD program manager and other crit-
ics of computerized v L modeling maintain that vulnerability modeling is
not credible. They claim that:

U.S. vehicles and aircraft procured on the basis of computerized vulner-
ability assessments have been proven excessively vulnerable.
anti-armor weapons have also proved to be less effective against threat
vehicles than had been predicted by the models.

fire and explosion, which are among the most important sources of casu-
alties, are among the phenomena handled least well by vulnerability
models.

The former 0sb program manager claimed that the models could only be
relied on if they were to be thoroughly validated by test results. Such
model validation would, he claims, require thousands of shots. He
argued that it is not practical to conduct these tests, and so models
should not guide the selection of live fire shots. If modelers are able to
use the results of randomly selected shots to revise or validate their

Page 110 GAQ 'PEMD-87-17 Evaluating Live Fire Testing Programs



Chapter 4

What Are the Advantages and Limitations of
Full-Up Live Fire Testing, and How Do Other
Methods Complement Full-Up Testing?

Models Currently Used in
Vulnerability /Lethality
Assessment

models, this is a secondary benefit of JLF But. he claimed, the calibra-
tion of models is not JLF's primary purpose, and identifyving vulnerabili-
ties and testing improvements does not require models.

We believe that the two sides in this dispute are to some extent arguing
at cross-purposes. It is impossible to determine the “proper” role of com-
puterized vulnerability rlethality maodels in JLF unless there is agreement
on the purposes of the tests. As we have noted, almost all the statements
of JLF - Armor objectives explicitly mention the calibration or validation
of vulnerability models.

We have not found evidence that vulnerability models have played as
great a role in the design of live fire tests as some statements by model-
ers would indicate. In fact engineering judgment and the intuitions ot
those familiar with the design of particular systems are reported to play
a major role in the selection of live fire shots. for both the armor and rhe
aircraft tests planned so far in ILF. The draft revision of the JLF Armor
plan does clearly reflect the interests and data needs of the modeling
approach. It would devote a substantial part of .ILF resources to the sub-
scale tests that are mainly of use to vulnerability modelers.

We outline the two main armor models and describe some of the aircraft
models, in order to make clear their assumptions. requirements, and
limitations

1) The Compartment-Kill model. The first major computerized vulnera-
bility model for armored vehicles was based on the data from the CArDE
trials. It is called the Compartment-Kill model. Although it is more than
two decades old, the Compartment-Kill model is still used to produce
most of BRL's input to war games. By one estimate, 95 percent ot such
requests are still met by output from the Compartment-Kill model.

The Compartment-Kill mode] traces a shotline through a geometric rep-
resentation of an armored vehicle to the point at which it enters either
the crew compartment or the engine compartment. At that point it treats
the inside of a tank as a black box.” Empirical relationships are then
used to determine the effects of the round hitting that point. The most
important of these is the relationship between the expected size of the
hole produced by a penetrator and the expected loss of mobility or fire-
power. The curves expressing these “damage correlations™ were origi-
nally derived from the CaRrDE trials. Ammunition (and in some versions
fuel) are the only internal components directly assessed in the vehicle
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interior by the Compartment-Kill model. If they are intersected by the
shotline, a K-kill is generally declared.

2) Internal Point-Burst model. In the early 1970s, dissatistaction with
the Compartment-Kill approach’s lack of detailed modeling of damage
mechanisms and reliance on older data sets led modelers to develop a
more sophisticated modeling approach. It is called “internal point-burst
modeling.” In this approach the internal interactions of the penetrator
and the armored vehicle's components are simulated in great detail. This
appreach includes tracing the main penetrator all the way through the
armor of the tank and any of the internal components it impacts. The
cone of spall particles produced at the inside of the armor is also
modeled in a separate submodel. The approach further requires that
each companent in the vehicle that may be impacted by a penetrator or
spall undergo a vulnerability analysis of its own to determine the mass
and velocity or energy of an impacting object required to damage it to a
certain level, a component P, .

3) Aircraft models. COVART is the model used by JLF. Aircraft that is
most like the vulnerability models used in the armor tests. [t simulates
impacts on a target by warhead fragments. armor-piercing projectiles,
and armor-piercing-incendiary projectiles. The program calculates target
villnerable area, component vulnerable areas, and expected repair times.
It depends on a detailed geometric target description, and probes it with
shotlines like the ones in the armor v L models. [t calculates the effects
of a penetrator using the standard ITCG ME penetration equations. In
addition to the slowdown of the penetrator as it passes through compo-
nents, the equations compute slowdown in fluids and, for projectiles,
change in yaw angle, incendiary functioning and the break up of the
penetrator’s core. Like the point-burst armor model, COVART requires
input of P,_ s based on vulnerability analyses of components.

FASTGEN, another computer model used by aircraft testers, gives a grid
of paths through a component, generating a large number of possible
shotlines. It is not a vulnerability model per se, but is used in the selec-
tion of shotlines. as is GIFT. Selection of actual shotlines tor testing is a
matter of several considerations including combat data, engineering
judgment and the goal of the tests.

MAGNA stands for “*Materially and Geometrically Nonlinear Analysis.”

It is strictly a structural model of components. It has been used mainly
to try to determine the residual strength (of, say, a wing) after a shot.
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Assumptions and Limitations of
Vulnerability Models

Loads are put into the model, just as they are in the test, then the model-
ers "damage the model™ (simulate a shot into the wing) and check the
stresses that changed between the undamaged and damaged states for
evidence of failure.

One way of assessing models apart from their ability to predict test data
1S to examine their assumptions and limitations.

1) Compartment-Kill. Although its relative ease of use means that the
Compartment-Kill model is still used by BRL for the majority of requests
for vulnerability assessment it has a number of severe limitations:

Its dependence on a single parameter, hole size diameter, is highly ques-
tionable. Many other features of warhead:rarget interaction may be
important in producing damage.

It is based on data from one kind of warhead and obsolete vehicles that
did not contain many of the kinds of components introduced into newer
vehicles,

Because it does not treat components in detail it 1s not suitable for vul-
nerability reduction tests. and in general is not thought suitable for sup-
port of full-up live fire tests like those in JLF.

It has been shown to fail to predict combat and test results in a number
of cases,

2) Point-Burst. The point-burst model approach is in principle capable of
much more detailed representation of the events that occur when a
munition impacts an armored vehicle and penetrates the armor, but it

has additional limitations

[t requires much more input ddta from armor and component testing to
function as it was intended.

The component data and warhead characterization data are often lack-
ing for newer items, and the input to the models is based on engineering
judgment instead.

It requires much more detailed geometric description of the vehicle and
its components than the Compartment-Kill model.

[t requires much more computer time and is therefore more expensive to
run, although this is less of a problem with newer computers,

3) General. The armor and aircraft vulnerability models also share
assumptions and limitations.
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P, s as Measures of Vulnerability

Target geometries are assumed to be correct at the level of detail
required by the model. The Bradley tests indicate that this is not always
the case.

The basic physics of warhead-target interaction is not well understood.
The characteristics of munition and armor types cannot currently bhe
inferred from physical laws. The modeling approach requires that inter-
actions of warheads and armor be “‘characterized™ in extensive subscale
tests. Even if such data have been obtained, whenever new armor or
warhead designs are developed it is necessary to conduct new tests to
characterize their interaction. Many of the existing armors and muni-
tions have not yet been tested, so the models are currently dependent on
engineering estimates rather than test data.

There are different versions of the models in existence in several loca-
tions, and frequent modification of their code has caused the versions to
diverge in ways that sometimes produce very different results.

Many effects of importance in producing damage and casualties are not
vet well modeled or are not included in the models at all. Among these
are fires and their propagation; explosions; the effects of muitiple hits
on a component: the synergistic effects of different damage mechanisms
such as shock and fragment hits; ricochets in the interior of a vehicle;
and effects on humans from blast, shock, flash. overpressure, accelera-
tion, etc.

Although v L models can generate different forms of output, the form
most commonly used is P, .. The original formulation of armored vehicle
assessment methodology defined three kinds of kill: mobility (M), fire-
power (F) and catastrophic (K). Mobility and firepower P, s are often
not true probabilities or even subjective estimates of probability:

They are generated by comparing the damage caused by a hit to a
Standard Damage Assessment List (sDAL) and reading the percent loss of
funcrion associated with the loss of a particular component.

A 50 percent M-kill does not mean that the model predicts a 50 percent
chance of the vehicle losing all of its mobility, but that the assessed
damage to components results in a 50 percent loss of mobility. according
to the sDAL. The percent loss-of-functions were the products of consen-
sus judgments by a panel of three armor officers produced more than 25
vears ago. They are therefore subjective judgments with an unknown
reliability and validity.

The rationale given tor the development of a standard damage assess-
ment list was that assessors are generally unable to decide on the per-
cent loss-of-function implied by the loss of a component and in any case
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Validation of Vuinerability
Models

find it impossible to maintain consistency in such judgments from
assessor to assessor, test to test, vehicle to vehicle, and year to year. In
other words, the list had to be standardized because the assessment pro-
cess was so unreliable.

The SDAL is contained in the vulnerability models used in live fire test-
ing, so the armor models typically produce output in the form of the
three types of P, , for each shot. Because it has become a NATO stand-
ard the SDAL continues to be used. Damage assessments that use other
criteria for assessing kills cannot be directly compared with those per-
formed using the spal., and at least one notable live fire test, the LavP
described earlier, has been ignored by many in the armor vulnerability
community in part because it used difterent criteria.

Vulnerability analysts have begun to substitute the term “expected loss
of function™ for the misleading term P_, in. for example. the detailed
test plan for the Phase Il Bradley live fire tests. The users of output
from vulnerability analysis have sometimes been unaware of the nature
of P, ,s: their strong subjective, judgmental component: and their
unknown validity. Some analyvsts have proposed that live fire test
results be compared to model prediction at the level of physical damage,
foregoing the use of the SDAL to produce P, ,'s.

K-kills are catastrophic events such as explosions and sustained fires
that are judged to be likely to result in the complete loss of the vehicle
and its crew. P_ s for K-Kills do therefore have an interpretation as a
probability. and the predictions of K-kill by vulnerability models do rep-
resent estimates of the probability that such an event will occur as the
result of a particular shot.

Component P,  are required by the point-burst model and a number of
the aircraft models. Although these are sometimes based on data, the
required tests have often not been conducted. especially for new compo-
nents, and engineering judgment is substituted.

In spite of the claims that v L models have been shown to be poor
predictors of test and combat data or that they have shown good or
acceptable agreement with data. we found few instances of serious
attempts to compare V' L model predictions with tests or combat data
sets. We have reviewed the main studies cited by eritics as examples of
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the models’ inability to predict live fire or combat results, and the stud-
ies claimed by modelers to show better prediction or the reasons for
misprediction.

1) MEXPO study. There was at least one effort to validate the Compart-
ment-Kill model, as part of a program calied MEXPO ( Materiel Exploita-
tion Program). [material deleted| The first used computations that had
been done previously. in 1970, selecting shots that were closest to those
in the MEXP) data. The results were then compared to new calculations
done in 1973 using the precise shotlines in the MEXPO data. Finally, the
damage correlation curve used for U. S. tanks in the Compartment-Kill
model was replaced by one felt by the analysts to be more representa-
tive of [material deleted]. A summary of the results and the 1973 predic-
tions appears in Table 1.1.

Table 4.1: Comparison of Average P,
From MEXPO Data and Predictions From
Compartment-Kill Model

Predicted
Kill criterion Assessed 1973° 1973
K (Catastrophic) - 22 33 B35
M (Mobility) 92 67 88
F (Frepower) I A 7S

“Based on damage correlation curve for U S fanks

"Based on damage correlation curve for [matenal deleted]
Source Hafer. T Lethalty Model Evaluation (Briefing) Alexandria, VA S, stems Plianning Corporation
1985

The 1973 simulation results did show fairly good agreement for fire-
power Kills, but the observed mobility and K-kills were in poor agree-
ment with the model predictions. The use of the newer damage
assessment curve designed for [material deleted] only made the predic-
tions of K-kills worse. These were not, however, assessed statistically or
using any normative criteria for validating models.

MEXPO validation data were also analyzed by [Da in support of JLF. Focus-
ing on just those K-kill predictions that were unambiguous (P, , =0 or 1)
the DA analysis examined shot-by-shot comparisons of the predictions
with the MEXPO shots. The data as presented by IDA appear in Table 4.2.
The report concludes that the model and combat assessments “were in
general agreement when averaged over all shots.” The model predicted
that 26 percent of the shots would result in K-kills, and 30 percent of the
combat shots were in fact K-kills. 1A called the overall percentages
“global estimates,” but it can be seen that on a shot-by-shot basis, the
model correctly predicted each outcome (i.e., K-kill or no K-kill) only 59
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percent (16,/27) of the time. The report concludes that the computer
model “does not take advantage of the unique features of each shot™ in
its prediction even though its “‘global estimates™ are similar to the com-
bat results. IDA noted that the model correctly predicted only 59 percent
of the shots, but focused on comparing this figure to the 58 percent one
would correctly predict by guessing 30 percent of the time that a K-kill
would occur, having seen the combat data. We believe that the meaning
of these data can be made more evident by noting that the 59 percent
correct prediction rate with 27 cases is not significantly different from
chance (50 percent).

Table 4.2: IDA Presentation of MEXPO
Data Comparing Combat Results and
Model Predictions

Model predictions
Number
Combat Number correctly
Qﬂc"ﬂ - results prﬂ:ﬁ k;Ledicted
Ken . 8 ! 2
NoK-Kill - 19 2 14
Total 27 27 162

#16 Correct predictions oul ot 27 cases = 59% 7:27 = 26°- K Kills pradicted, 8:27 = 30°: K Kills
observed On the a.=rage’ the model predicts farly well

Source Smith G et al The Jant Live Fire tJLF) Test Background and Explorator, Tasting (Drafry
Alexandna Va Institute for Detense Anatyses March 1986

The IDA presentation of these data obscures their true implications. We
have rearranged the data in standard (2 X 2) format in Table 4.3. It is
clear that the global assessment’s’” agreement with the combat data
merely reflects the similarity of the marginal distributions of the table.
Both the observed and the predicted data contain roughly the same petr-
centage of K-kills. But the important numbers in assessing the prediction
accuracy are the ones that fall on the diagonal of correct predictions
(predicted K-kill and observed K-kill. and predicted No K-kill and
observed No K-kill). The fact that the marginal frequencies are similar is
irrelevant to the accuracy of prediction. This point is illustrated by the
hypothetical data in Table 4.4, in which the marginal frequencies are
identical (i.e., both the predicted and observed K-kills were 50 percent)
but every single shot is predicted incorrectly.
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Table 4.3: IDA Table Rearranged in

Conventional 2 X 2 Format

Modeli predictions

Combat Results K-Kill No K-Kill Total
K-Kin - 2 68 (30%y
No K-Kill o 5 14 19 (70%)
Total 7 (26%)° 20 (74%) 27 (100%)

> On the average’ refers to the similanry of marginal percentages (30°
correct predictions = 2 + 14 = 16 percent correct = 16:27 = 53%. 59°

different from chance (5021

,5 267 K Killsy the number of
orract s not significant!,

Source Adapted and rearranged trom G Srmilh et al * The Joint Live Fire (JLF) Test Background and
Explorator, Testing (DRAFT | Alevandnia, Va Institute for Defense Analyses March 1986

Table 4.4: Hypothetical Counterpart to

Table 4.3

Model predictions

Combat Results K-Kill No K-Kill Total

K-Kill T O 5 5 (507
No K-Kill o 5 0 ' 5 (507
Total 5 (50%)° 5 (50%) 10 (100%

# Onthe average  the model predictions lock goed 50 K-Kills ar=2 pradicted and 50° are obser. ed
but ever, single predicion 1s wrong 30 the use of the phiase on the a.erage 15 musleading

Claims that ""on the average™ the models predict well can be misleading
and must therefore be examined carefully. Such claims have been made,
for example, in reporting of the Bradley Phase I tests to Congress. After
pointing out correctly that the outcome of an individual test firing is
influenced by a number of variables such as round-to-round variation in
warhead penetration and vaw and random variation in spalling, the
Army report then notes that on the average the predictions agree fairly
well with the test results. But what is being averaged here is a set of
shots from various impact points on the vehicle. This is not the same
thing as averaging over repetitions of a single shotline. There are in gen-
eral two sources of variation in live fire shots. One is the random varia-
tion which would occur if one shot were repeated many times. A single
model prediction is the expectation, or average, result of these shots.
The other source of variation is not random. but results from the real
difference in vulnerability in different locations on the vehicle. It is
these variations that are important in locating a vehicle's
vulherabilities.

21 spe point-burst study. We were able to obtain data from one system-
atic effort by System Planning Corporation (8pC) to validate one version
of the point burst model called VAST VAST was used to predict the
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results of the Bradley Phase I tests. In the validation test, eighteen scat-
terable mines were fired against M-48 tanks and the resulting assess-
ments of damage were compared to predictions from the internal point
burst model. These results are presented in Table 4.5.

Table 4.5: [matenal deleted)

In general these predictions look fairly well-matched to the observed
results. ver there are some striking discrepancies between predictions
and observations for individual shots (4 and 14, for example). And
unlike other bodies of live fire test data there are some shots that are
very nearly replications, in that there is variation in the results of these
shots, but because the location is nearly the same, the model makes simi-
lar predictions in each case (e.g.. shots 6 and 15). So some of these pre-
dictions will look rather good and others will diverge from the observed
results. One of the authors of the model pointed out thart the average of
the predictions for shots 6 and 15 is close to the average observed result.

We believe that there are too few shots in these data to assess the varia-
bility between nearly identical shots, but these kinds of near repeats are
important. If live fire tests generally do not include repeated firings at
the same location on a target and if vulnerability models include
stochastic components, the size of the variability in shot outcome incor-
porated in the model will not be hased on test data. The aggregation of
data from "nearly identical shots™ 1s one way to approximate the
stochastic variation to be expected from repetition of the same shot.
There is some effort to base the stochastic component of the current
point burst model on test data but the size of the variances in the model
is largely dependent on engineering judgment.

There are other limitations of the spc study:

The vehicles were not tully combat loaded. so the results, especially for
K-kills are dependent on the inferences made in damage assessment
about combustibles that were not present.

The results are limited to one munition (a mine); so their generalizability
to other types of anti-armor weapons. impacting on surfaces other than
the bottom of the tank, is in question

Although the VAST validation study is the most complete validanon
study of the current armor vulnerability methodology that we have
seen, it is not a systematic validation of the model’s predictive accuracy
under realistic conditions and over a variety of weapons. [t aiso does not
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appear that the results were the occasion for considering any revision in
the maodel.

3) LAVP studies. In the LAVP tests of the A-10/GAU-8 gun conducted
between 1978 and 1980, pilots fired from the A-10 close-support aircraft
against simulated Soviet tank companies in order to evaluate the effects
of the GAU-8's 30mm antitank ammunition. [material deleted] most of
the targets were combat-loaded U. S. M-47 tanks. Though the Lavp tests
were not intended primarily as model validation studies. the data have
nevertheless been compared to vulnerability model predictions in more

than one analysis conducted since the original tests were done.

Initial analyses at the Air Force Armament Laboratory ( aFATL), showed
notable discrepancies between predictions from a version of the Com-
partment-Kill model and test data, especially for K-Kills per pass by the
A-10). Table 4.6 contains one summary of Lavp data and model predic-
tions for U. S. M-47 tanks and a small number of [material deleted]!
These average K-Kills per pass are an exception to the small number of
cases generally found in vulnerability model validation studies. This ini-
tial comparison has been cited by critics of vulnerability models as a
notable example of model misprediction.

Table 4.6: [material deleted)

In a later study using the LavP data, analysts at AFATL made a systematic
effort to account for the original discrepancies between model predic-
tions and test data. Some of the tactors theyv considered involve differ-
ences between the assessment procedures used in LavP and those
assumed by the model(s) and traditionally used by armor vulnerability
analysts. Others had to do with the data input to the models on the char-
acteristics of the target tanks, such as the thickness and hardness of the
armor. Estimares were generated using both a Compartment Kill model
(called CONIC) and a version of the point-burst model (called PDAM).
The ahlity of the point-burst model to account for component damage in
detail was expected to result in better predictions than the compart-
ment-kill model. AFATL concluded that:

Nearly every hit on a major critical component was apparently assessed
as a kill of that component. These component damage assessments differ

Fand note that, whale good predictions "o the average™ may mask poor shot-by-<hot prediction,
rhere 1s no way tor poor predictions “on the average” b mask berter shot-by-<hot predictions.
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from conventional assessments and may represent somewhat optimistic
estimates of the GAU-8's lethality. *

All the plywood crew mannequins were assessed by Lavp as killed when-
ever a propellant fire started. and a 100" casualty was assessed when-
ever any spall fragment impacted a mannequin. Standard damage
assessment procedures do not score a complete casualty for every
impact by a spall fragment.

LAVP assessors scored a 100 percent firepower kill whenever the turret
ring was penetrated. Standard assessment procedures do not score a 1(h)
percent firepower Kill unless the turret cannot be rotated (loss of turret
rotation could not be determined from the L.AVP tests because hvdraulic
power was not operational).

Each named component such as “'the turret™ or “hull side™ was assigned
a single thickness in the model, while actual armor thickness can range
from two to three inches on the hull side, for example. Additionally,
small "soft spots’ on the tanks such, as the lips of hatches and suspen-
sion attachment points were not modeled separately.

The CONIC model treated all the armor as having the same hardness
[material deleted] but actual measurements showed that the armor of M-
475 like those used 1n LavP was substantially sotter. This difference
accounted for greater observed penetration than had been originally
predicted.

Adjustments were made to model inputs and assumptions to reflect
some of these discrepancies. For example, adjustments were made to the
modeled armor thickness. as a way of accounting for the measured dif-
ferences in hardness. Hardness adjustments were at first based on previ-
ously published armor plate test data, but the adjustment factors were
then modified to maximize the fit to the Lave results on penetrations.
The PDAM point-burst results were also adjusted so that every predicted
hit on a crew mannequin was assessed as a casualty, to match the
apparent LAVP assessment procedure.

Table 1.7 presents one set of comparisons between the revised model
predictions and Lavp test data. Note that there is now very close agree-
ment between model estimates and test data for K-Kills. The M-kill esti-
mates did not appear to improve. and the F-kill estimates may be
shghtly worse. (Further analysis indicated that much of the discrepancy

=The 1znition of fires i the propellant of mamn gun ammunition was an apparent exeepion Model
predictions were closest to LAVP assessments if it was assumed that only one penetration per pass
caused the igrution of propellant, even if several penetrations had ocearred.
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could possibly be attributed to the model's assumption of the indepen-
dence ot shots in a burst). These data are not otherwise directly compar-
able with those in Table 1.6, because data from the last six missions,
consisting of 83 passes. had not yet been entered into the data base
when the earlier analysis was performed, and passes at dive angles
greater than ten degrees and rear attacks are excluded from the reanal-
vsis. Moreover, our earlier caution about aggregated or “"global™ esti-
mates is relevant here.

Table 4.7: Comparison of A-10 GAU-8
(LAVP) Test Data and Revised Model
Predictions®

Model
Kill criterion Test (LAVP) predictions
K (Catastopicy 2 21
MMobty a5
F(Fwepowery, '8 50

Kl probapilives for a single pass by the A-10 arcrair, (basaed on 183 passes n atuch the side ofa U 5
P47 tank was attackzd)

Source Den.edtrom Fint James B GAU-8 30mm APl damage to U S M 47 1anks Tesis yersus
analytical estimares  Eghn AFB Flornda Awr Force Armament Laborator, March 1984

In some ways, this use of live-fire data to investigate and modity a vul-
nerability model was exemplary. It systematically and carefully com-
pared various sets of assumptions about the interpretation of test
results and adjustments to the models, seeking those that accounted for
features of the data or improved prediction. Penetration and component
damage predictions were examined as well as overall kill predictions. A
sensitivity analysis of the debris model was also conducted. It varied
average number and mass of the spall particles, and showed that this
submodel did not contribute to poor prediction, because variations of as
much as 150% of the original values had little effect on predictions of
damage. The test data were disaggregated by attack angle (left and right
side. or rear), where appropriate, and by the estimated impact velocity
of the GAU-8 projectiles (one of the main variables affecting the
probability of penetration and damage, apart from impact location).
This aided efforts to locate and identify the causes of poor prediction.

This is also the anly model validation study we have seen in which there
was some effort at statistical assessment of the fit between model and
test data. made possible by the large number of test shots. For each of
the impact velocities and for each attack direction. most of the predic-
tions from the adjusted point-burst model were within the 90", confi-
dence limits of the mean AP P, s.
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There are, however, limitations to the analysis as a model for the use of
live fire tests for vulnerability model improvement.

Most of the investigations of reasons for discrepancies were only possi-
ble because of the large number of Lavp test shots. Analysts can be confi-
dent that observed average P, s or Kills per pass are not just statistical
outliers (oddities that might appear in small samples but be expected to
disappear in larger samples).

Ad hoc data fitting” can make a revised model's predictions look good,
but not generalize to new test data sets. Some of the hardness adjust-
ments appear to have this character. A proper test of whether the vul-
nerability models have been improved in a general way rather than just
being adjusted to the Lavpe data set would involve using the modified
model to predict new tests on comparable targets. Given the large
number of shots available, this sort of cross-validation could also have
been performed by holding out a portion of the Lavr data from use in
moditving the model, and then testing the moditied model on that
potrtion.

4) Aircraft P, study. We did not learn of any large scale studies in
which aircraft model predictions were formally compared with data. We
were told by modelers that modifications are made in light of test results
on a smaller scale. In one small-scale validation study described as fairly
typical, the aircraft P, ,, methodology for assessing damage to compo-
nents was compared with seven shots into push-pull tubes used in air-
craft controls. The data appear in Table 4.8. Although the measures of
residual capability (R} and the assessment of P, | show reasonable
agreement, the assessment is a fairly uncomplicated one.’ The meaning
of the results of these seven shots for aircraft P, methodology in gen-
eral is questionable.

Table 4.8: [matenai deleted)

In another test, a model was used to predict the likelihood that a projec-
tile would penetrate the rear wall of a jet engine with enough force to
damage components beyond it. For lack of test data on nonhomogeneous
components such as wiring bundles and avionics, those components
were modeled as equivalent densities of steel or aluminum, based on the
component’s density. Test results trom 31 shots indicated that a model
based on such simplifications did not predict actual ballistic resistance.

SR 1s a micasure of the post-damage stress i the matertal relative to the pre-damage stress, and 1s
dependent on the onginal diameter of the tube and the post-damage remaining area
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Adjustments of the ballistic penetration constant were not satisfactory.
The testers were forced to conclude that the model was too simple; a
more complex representation of the engine would be needed to match
the test data.

5) Bradley Phase I tests. The vulnerability modelers maintain that the
point burst model used in the Phase [ Bradley tests showed acceptable
agreement with the full-up test data, while the former 0sD program man-
ager in a separate report characterized the results as showing dramatic
model misprediction. He found reasonable agreement with the predic-
tions in 40 percent of the Bradley shots and 62 percent of the shots on
the [material deleted] and stated that the predictions were “grossly
meorrect” in the remaining cases.

These results are presented in Table 14.9. The former osD program mana-
ger's designation of shots on which model predictions were in reasonable
agreement with test results is shown in the table. The c¢riterion was that
no prediction should differ from the assessed kill by more than 30 per-
centage points. While perhaps reasonable, the 30 percentage point crite-
rion is arbitrary. The percentages resulting from it are likely to be
unstable with such small numbers.
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|
Table 4.9: Point-Burst Model Predictions Compared to Full-Up Live Fire Test Results on Bradley Vehicle and [Material Deleted]®

Py nS®

M (Mobility) F (Flrellmwer) K (CatastroLhiC) “Reasonable
Shot? Test Model Test Model Test Model Agreement’c
1 100 100 20 100 0 100 Mo
2 28 0 98 @ 0 0 Yes
3 0 100 0 100 0 100 No
4 0 45 0 0 0 No -
5 25 100 2 100 0 100 No
6 5 69 15 6 0 6 No
7 100 100 100 100 100 100 Yes
8 0 0 0 0 0 0 Yes
9 100 100 0 0 0 0 Yes N
10 0 0 0 4 0 0 Yes
1 26 10 100 100 0 0 Yes
12 0 0 100 20 0 0 No N
13 100 100 100 100 100 100 Yes
14 100 2 100 5 100 0 No B
15 0 100 40 100 ) 100 No -
16 100 100 100 100 100 100 Yes
17 23 25 79 95 0 0 Yes
18 44 0 49 49 0 0 No a

"Results from 1wo test senes in random order
“Mand F are percent loss of funchion K is probapility of catastrophic fire or e«plosion > 1001

*2SD program manager s determination

Source U S Arm,; Balishics Research Laboratory Bradle, Survivabilit, Enhancement Program—Phase
I Results Aberdean Proving Ground Mar sland December, 1985

6) Our analysis. The few model validation studies we have reviewed do
not represent a firm basis for concluding either that vulnerability mod-
els are uniformly poor predictors of combat or test data or that they
have shown acceptable agreement with such data.

» There are some instances of notable failure to predict the results of par-
ticular shots or series of K-kills, but this is more often true for older
models than those to be used in live fire tests.

- The numbers of validation shots are almost without exception too small
to provide a sound basis for statistical assessments of the goodness of fit
of models to data.
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Use of Live Fire Data in
Calibrating or Revising Models

What constitutes good prediction depends on the use to be made of the
predictions and the level of aggregation of the data appropriate for that
use. Model validation therefore has to be viewed in that context. The Da
report suggested that knowing that predictions of vulnerability were
accurate to within 30 percentage points would be adequate for typical
users of vulnerability estimates: those interested in vulnerability aggre-
gated over a vehicle. But these users are primarily war gamers. who use
the data as input to their simulations. But for users who are concerned
with vulnerability reduction, greater precision may be needed. For
example. decisions to introduce specific design changes would require
greater accuracy about the expected effects of a shot in a particular
location.

The sample sizes of live fire tests are likely to remain restricted. It live
fire tests as currently planned will not generate the kind or quantity of
experimental data needed for formal model validation, there is a ques-
tion about how live fire tests will actually be used by the vulnerability
modelers. Apart from formal attempts to validate vulnerability models
by comparing their predictions with test or combat data, we sought out
instances of the use of data as a basis for revising vulnerability models,
as seme indication of how live fire data may actually be used by the
maodeling community.

1) Bradley Phase I tests. We were told that after the Bradley Phase [
tests the modelers realized that the critics were comparing the results of
single test shots to model predictions, but the predictions are really of
the average outcome 1o be expected if a large number of repeat shots
were taken. Accordingly, the modelers do not believe such comparisons
are appropriate. They have begun to emphasize the complex, highly
variable results that can be expected from live fire shots under realistic
conditions

Even if attempts were made to repeat all the condinons of a shot as
exactly as possible, there would be round-to-round variations in manu-
facture. impact velocity, yvaw, etc. for munitions, and variations in tar-
get configuration, armor thickness. the pattern of spall, and whether
components are broken or fires started. Such variation is accounted for
in a stochastic. or probabilistic. model. The modelers have incorporated
a number of stochastic or randomly varying elements into the point
burst model in use at BRI.. Predictions from this stochastic model (now
called SQUASH). rather than being a single number are distributions of
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My

predicted outcomes. There is also some eftort by aircraft analysts to
introduce stochastic components into their models.

We note several features about the move to stochastic vulnerability
modeling:

[t does in fact appear to reflect the highly variable nature of full-up live
fire tests.

[t was prompted in part by live fire test results, specifically the results
of Phase I Bradley tests and the claim that the models did not predict
them well.

One consequence of making the model stochastic is that it is explicitly
protected from invalidation by the results of a single live fire shot. Most
damage states are likely to be consistent with the distribution of
expected outcomes.

We were told that with small numbers of live fire shots it is difficult to
claim that any one result is incompatible with the model and the
stochastic revision of the point burst model just makes this fact explicit.
But, according to the author of the model, it is possible to detect biases
in submodels over a series of shots. For example, if the number of spall
fragments striking components is consistently smaller or larger than the
number predicted by the model, it might be necessary to revise the spall
model.

There were other model revisions as a result of the Bradley Phase |
testing:

Errors in the geometric description of the Bradley vehicle were discov-
ered during the Bradley Phase I tests: A critical wire that was cut in one
test shot, immobilizing the turret, had been left out of the geometry. and
the length of the TOW missile had at first been entered incorrectly. Fail-
ure to predict the results of a test shot led to revisions in the target
description that is input to the model.

Unspecified improvements in the way the model handles electrical sys-
tems resulted from the Bradley Phase I tests, according to the Army
report to Congress.

2) Other instances. Other instances in which models or input data have
been revised to accommodate test results include:

The MEXPO results led to abandoning the proposed [material deleted]
curve for the Compartment-Kill Model.
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Conclusions

Discrepancies between LAVP results and predictions {rom a version of the
point burst model led to revisions in assumptions about the hardness of
the target’s armor and recalculation of the predictions.

Aircraft modelers said that they learned during a series of live fire tests
that one wing model was “always on the stiff side” because it left out
rotational forces. They anticipate getting data from JLF which will
enable them to revise it.

The JLFAircraft AV-8B flight control tests are reportedly being used to
revise a model.

[material deleted]

3) Model revision as an informal process. The connections between live
fire data and model revision in all of these examples are more tenuous
than is suggested by terms like "model validation™ and "model calibra-
tion” and the process is more informal and more dependent on the mod-
eler’s judgment. Our interviews with vulnerability analysts along with
statements in the Bradley Phase II plan and the draft revised JLF/ Armor
plan suggest that future model revisions will generally not be based on
the results of any single live fire shot. Determination ot the need for
model revision will continue to be based on trends observed in a series of
shots. The decision that a model is in need of revision will remain in the
hands of the modelers themselves.

The potential problems with this approach are that:

The process by which live fire test results will be used to update or
revise models is underspecified.

Stochastic models provide an unknown level of protection from invali-
dation by test data. It is not clear exactly what degree of discrepancy
between model predictions and test results is required to show that the
model is incorrect.

A large part of the modeling and model revision process is closed to
outside analysts, including weapons designers. This has led to c¢laims
that modelers ignore or misspecify important v L mechanisms, or that
they are accountable only to their own community.

In this chapter we addressed the evaluation question, "What are the
advantages and limitations of full-up live fire testing, and how do other
methods complement full-up testing?” Our conclusions follow.
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Advantages of Live Fire -
Testing

As the only method providing direct visual observation of the damage
process caused by u weapon-‘target interaction under realistic combat
conditions, full-up live fire testing offers a unigue advantage over all
other methods of v L assessment.

The descriptions of directly observable damage that tfull-up testing pro-
vides are regarded as highly beneficial by users.

Full-up testing has already demonstrated some value by producing sev-
eral “surprises”. i.e., results that were not predicted, and might not have
been detected by other methods of testing or analysis.

Limitations of Live Fire
Testing

High Cost. .
Limited Information .
Limited Generalizability .

Limited Redesign Opportunities -«

The primary limitation of full-up, full-scale live fire testing is cost. On a
per shot basis. it is considerably more expensive than inert or subscale
testing. primarily due to the high cost and limited availability of targets.
Testing and restoration costs are also higher, as are their associated
time requirements. Nonetheless, live fire testing costs are a very small
percentage of total program costs.

Full-up testing potentially yvields less information about damage mecha-
nisms per shot than inert or subscale testing, primarily because cata-
strophic kills destroy the target and its components, along with much of
the instrumentation used to record the damage. However. not all full-up
shots result in catastrophic kills; such shots potentially vield more inter-
pretable information than equivalent inert shots.

Full-up live fire test results typically are less easily generalized beyond
the specific test conditions than inert or subscale testing. Full-up testing
brings a larger number of variables into play that potentially affect out-
comes, vet because full-up testing destroys targets, a smaller proportion
of relevant test conditions can be examined.

The impact of live fire testing of developed systems is limited by “fro-
zen” designs which are prohibitively expensive to change. For this rea-
son, test otficials see the main benefit of JLF and related programs as
reducing vulnerability of future systems through lessons learned. This is
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not to suggest, however, that important v L modifications are never
feasible.

Other Methods That
Complement Full-Up Live
Fire Tests

Subscale Testing

Inert Testing

Combat Data

Subscale tests can support larger sample sizes than full-scale tests
(whether full-up or inert), and are useful in bounding effects and pro-
viding input to models. Certain types of subscale testing are also useful
for developing generic characterization of munitions effects.

Subscale tests can provide only indirect evidence of synergistic effects
on realistic targets, which must be inferred through an unproven analyt-
ical process {modeling). Therefore, subscale testing can supplement full-
up, tull- scale testing but not substitute for it.

Inert testing of tull-scale targets is superior to full-up testing in charac-
terizing mechanical damage to individual components and in conserving
both components and targets.

Catastrophic damage cannot be observed directly from shots on inert
targets. and the standard method for inferring a K-kill underestimates
its true likelihood. Like subscale tests. inert tests can provide only indi-
rect evidence of effects on realistic (i.e., full-up) targets. inferred
through models acknowledged to be weak on combustibles. Therefore.
inert testing can supplement full-up. full-scale testing but not substitute
for it

Analysis of combat data, if available, has several advantages over v L
testing: it provides greater realism, includes information above the level
of vulnerability and lethality (e.g.. aggregated survivability measures),
and is considerably less expensive.

Combat data provide less scientific control than testing, are limited to
munitions and systems that have been employed in combat, and offer no
direct view of the damage process or the conditions of firing. Like sub-
scale and inert testing, combat data can supplement full-up. full-scale
testing but not substitute for it.
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Modeling

v L models support the design and interpretation of live fire tests, and
are potentially useful in extrapolating beyond test results. A unique
advantage of models over testing is their applicability to systems not yet
built.

Models are widely used in v L assessment generally. but play a more cen-
tral role 1n the design and interpretation of armor tests than in aircraft
tests.

[t does not appear that models have as vet played as great a role in the
design of live fire tests as some statements by the modelers would
indicate,

Input data on warhead. armor interaction and behind-armor debris
required by the logic of the models is often lacking. The planned use of
JLF resources by JLF. Armor to obtain this kind of data primarily serves
the input needs of models.

Current vulnerability models share numerous limitations: specifically,
tire, explosion. multiple hits. ricochets, synergistic effects, and human
effects are not yet well modeled.

Many of the most important mechanisms for producing casualties are
poorly modeled, if at all. Without specific efforts to bring these casualty
mechanisms into the modeling process, v L. models can be expected to be
of limited utility in predicting casualties or providing insights into the
casualty reduction.

Currently used v L models are inadequately validated.

A large part of the modeling and model revision process is closed to
outside analysts, including weapons designers. This has led to c¢laims
that modelers ignore or misspecify important v L mechanisms, or that
they are accountable only to their own community.

Claims that “on the average’ maodels predict well can be misleading, and
in general such c¢laims must be examined carefully.

Because there are no clear criteria for success and failure in model pre-
dictiom, proponents and opponents of modeling ¢an both claim support
from the same data. This happened in the reporting of Bradley Phase [.
Claims that vulnerability models predict poorly are somewhat over-
stated, often referring to predictions from older models not expected to
be used in live fire tests, and insufficient test or combat data to permit
unqualified conclusions. Additionally, little attention has been paid to
the different levels of accuracy required for different users’ purposes.
The stochastic components introduced into vulnerability models after
the Bradley Phase I tests provide an unknown level of protection trom
invalidation by test data.

Therz are no clearly specified mechanisms for using live fire test data to
calibrate or revise models, Models frequently are revised on the basis of
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test data. but the process is more informal and judgmental than the
terms “validation™ and “calibration™ would suggest.

[t is doubtful that JLF or any future live fire testing will produce the
kind or quantity of live fire data that would be required to validate
sophisticated v L models. However, the body of live fire data that
accumulates should provide a basis for checking on whether model revi-
sions do in fact improve predictions.
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Technical
Improvements

Some important concerns arising from the uncertainties of .ILF will be
resolved for future systems by the new live fire testing legislation. Spe-
cifically, the act establishes:

service responsibility for supplying targets,
linkage to the procurement process, and
a requirement for full-up and full-scale testing.

Future live fire tests should improve as a result. However, other areas
for improvement remain.

We believe that the following improvements should be considered. We
divide these into technical improvements—improvements in the design,
conduct, and interpretation of live fire tests—and general improve-
ments—improvements to facilitate realistic live fire testing and the use-
fulness of its results. These are suggestions, not recommendations. Our
recommendations appear in the next chapter.

We suggest that DOD

1. [material deleted]

2. improve the estimation of human effects. Begin by replacing non-
instrumented plywood mannequins with the instrumented anthropomor-
phic type.

3. improve the reliability and validity of quantitative v L estimates. For
example, interrater agreement studies could determine the magnitude of

the reliability problem, and provide insights into reducing it.

4. expand efforts to improve statistical validity, and establish guidelines
for the statistical interpretation of small-sample live fire test results.

5. concentrate model improvements on currently weak areas vital to cas-
ualty estimation—fire and explosion and human effects.

6. establish guidelines for how models can better support the design and
interpretation of live fire tests.

7. establish guidelines for how live fire test results can be used in the
revision of models.
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General Improvements

3. allow outside analysts into the modeling and modeling revision pro-
cess, and provide better documentation of the process for use by those
analysts.

9. accumulate comparisons of model predictions with live fire test
results over multiple tests in order to assess improvements in models,
and make results available to outside analysts: also, redo predictions of
earlier live fire shots after models have been revised in order to validate
improvements.

10. require that detailed test plans include shotlines, munitions, sample
sizes, predictions, analysis plans. rationales for decisions, and other crit-
ical information to enable proper oversight. Keeping plans unclassified
should not be a justification for omitting key information.

11. develop. modify, or procure instrumentation to yield more informa-
tion from catastrophic shots. For example;

ways of hardening instrumentation to survive in a full-up live fire envi-
ronment should be developed (e.g., employ localized fire suppression
systems that do not affect conditions of adjacent components).

ways to use cheaper instrumentation for shots likely to go catastrophic
should be explored (e.g., low quality pressure transducers, lower grade
ammunition in ammunition stores, expendable remote video cameras).
in general, the state of the art of live fire testing instrumentation should
be improved (e. g., there is currently no unobtrusive method to measure
fuel. air ratio. or dynamically measure fuel ingestion rate).

12. improve methods for simulating in-flight conditions; specifically alti-
tude, altitude history, maneuver load, and slosh.

We suggest that pon

1. avoid requiring unrealistic or incompatible objectives in future live
fire tests (e g., combat realism and model validation).

2 consider total program costs in considerations of target costs, includ-

ing the for example concept of a percentage set-aside for live fire
testing.
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3. determine whether the live fire testing infrastructure is adequate to
implement the legislation, or has to be expanded. For example, only two
facilities in the U.S. currently have high speed airflow capability.

4. determine to the extent possible the cost of live fire testing of new
systems, and the relative costs and benefits of different approaches to
live fire testing. Currently, there are claims and counter-claims about
the costs of full-up vs. subscale tests. but little data.

5, promote awareness of the benefits to be obtained from destructive
testing to top level military and civilian officials.

6 with the legislation as a foundation. continue to strengthen incentives
that support realistic live fire testing.
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Recommendations and Agency Comments

Recommendations to
the Secretary
of Defense

Agency Comments

In addition to the improvements noted in Chapter 5. there is a need to
resolve current conflicts about the purpose of live fire tests and to make
clear that the objective of reducing vulnerability and increasing lethality
of U.S. svstems is the primary emphasis of testing. Accordingly. we rec-
ommend that the Secretary of Defense

1. conduct full-up tests of developing svsterms, first at the subscale level
as subscale systems are developed, and later at the full-scale level man-
dated in the legislation. This will minimize vulnerability “surprises™ at
the full-scale level, at which time design changes are more difficult and
costly.

2. establish guidelines on the role live fire testing will play in
procurement.

3. establish guidelines on the objectives and conduct of live fire testing
of new systems. with particular attention to clarifying what is to be
expected from the services.

4. ensure that the primary users’ priorities drive the objectives of live
fire tests. Modelers are secondary users.

Recent live fire legislation requires the services to provide targets for
testing new systems, but there is no similar requirement for the fielded
systems in JLF, where lack of targets has impeded testing. Accordingly'.
we recommend that the Secretary of Defense

5. provide more support to JLF for obtaining targets.

DOD provided oral comments on the report. oD concurred with all rec-
ommendations and most findings, and made several suggestions to
improve technical accuracy. Gao made changes based on these sugges-
tions where appropriate.
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CHARLES E BENNETT
MEMEER
36 DSTRICT $LORION

ARMED SERVICES CUMMITTRE

e wemra (L oNEress of the Wnited States

PEASINNEL SUBCOMMITTEES

R —— House of Representatioes
. <oust spacmar et 0 Washington, BE 20915
CRARMAN 3 FLORIGA CGNCRES 5iINAL May 12, 1986

CELEGATION

w DEXLE DAY
ACMINSTRATTYE aaSIgTANT

JODY K MOCNEY
LEQISLATIVE ARNISTANY

SHARON v SIEGEL
BAABARA L FETHEROLF
DARLA § SMALLWOOD

WARIA 3 PASFAND
AUBSELL W HOUSTON

ETHEL M SCHB3ELL
MARSHA L MCCORMICK
as

WASHINGTON SFFICE
1107 RAYBURN QUILDING
WASHINGTON DC 20818

TELEPHMONE 202-228-280"

JONN W POLLARD JA
BAENDA T DONALDSON
DONNA M WELDCH

JACKSONVILLE OFFICE
314 PALMETTO STREET
JACKSONVILLE FL J2202

Honorable Charies A. Bowsher TELEPHGNE Boc-0- 2847
Comptroller General of the United States

U.S. General Accounting Office

441 G Street, N.W.

washington, D.C. 20548

Dear Mr. Bowsher:

As you know, U.S. conventional weapons systems and munitions have
grownncreasingly expensive and technologically complex. At the same time
time, weapon program managers are under INCreasing pressure to meet
cost schedules and timetables. C(Consequently, production decisions
sometimes precede realistic aemonstrations of effective technical and
operational performance In a combat environment,

Two important aspects of performance are vulnerability (for weapons
systems) and lethality (for munmitions). Too often, our systems are
procured with only computer-based vulnerabtlity and lethality estimates,
with little or no data on the performance of the system against actual threat
svstems, 1.e., hive fire data. Experiences inKorea, Vietham, ana
elsewhere revealed U.S. warheads failing to kill enemy tanks as expected,
U.S. tanks and fighters proving excesstvely flammable, and so forth, These
are shortcomings that might have been uncovered by live fire testing.

The Joint Live Fire Test program, which began in tate FY85 ang
encompasses more than 35 weapon systems and subsystems, was intended to
correct this problem. nthis program, real Soviet munitions are fired at
combat loaged U.S. systems, and conversely, U.S. munitions are fired at
{ombat loaded Soviet systems. its purpese 1stoensurethatU.5. weapans
platforms do not unnecessartly encanger their crews, and that the munitions
U.S. servicemen fire actualily stop the enemy. Accoraing tc one estimate,
the program affects the lives of over 300,000 servicemen who may have 12
use this equipment 1n combat. To further broadgen the application of hive fire
testing , ' nave introduced H.R. 4451, which would require live fire testing
for certain conventional weapons systems and munitions programs before the
production of such systems or mumtions 1s bequn.

t would Itke GAQ to evaluate th1s ongoing Joint Live Fire Test program,
one of many JT&E programs, from a broader perspective. | am interested in
the testing process 1tself and would Hike to know, for a variety of tests, wnat
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Honorable Cnarles A, Bowsher
May 12, 1986
Page two

the methodological rigor of the process has been and how it needs to be
impraoved. | understand that live fire test data has himstations, and that
other means may be needed to complement test resulits, including computer
modeling and stmulatton. Because | am Interested 1n testing 1ssues 1N
general {1.e., beyond the Irve fire tests), | would also like a better
understanding of what kinas of questions lwe fire testing can and cannot
address.

After speaking with staff from vour Program Evaluation and
Methodology Division and reviewing some of their previous related work
te.g., IPE-C-32-1 onthe Maverick missile, PEMD-84-3 an the Joint Test and
Evaluation program), | am requesting that they perform this work as a
follaw-an stucy to thetr earlier Joint Test & Evaluation report. [ would like
them ta apply similar techniques to the Joint Live Fire program. Their
methadelagical expertise will be ¢ritical 1n assessing the techmical quality of
the Juint Live Fire Test Program.

I weula ke this work to resutt 1n a briefing report by February, 1987,
to be useful inthe committee s next round of R&D hearings. | recognize that
3 comprehensive evaluation s not possible in tms time frame, ang may
recuest a longer term follow-up report of broader scope (e.q3.,
identification of promising methodological practices and their potential
tranzferability).

Flease nave your staff contact Mr. Josepn Cirincione at 225-9571 of
“here are any questions., | 1gok forwardto seeing the results of the study.

Witr. kindest regardsz, | am

Sincerely, —

'
/

: i co
s
v/, . .
R L A
Lo e e

Charles £, Bennett

Chairman, Seapower Subcommittee
Committee on Armed Services

(EBiems
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Armor

[material deleted]

[material deleted]

Setting Test Objectives

Test Planning

[material deleted]

[material deleted] and 3} use the models to generalize the results to the
overall vulnerability of each newer vehicle).

Test the difference between “static’ detonation of shaped-charge war-
heads fixed to the surface of vehicles and "dynamic” firings from realis-
tic ranges. If the results did not differ, most subsequent shots would
have been fired statically. to take advantage of the lower cost and
increased precision of static detonations.

The October 1986 draft revised JLF- Armor plan dropped the proposed
comparison of static and dynamic firings, as guidance from 0sD had
emphasized the dynamic firing of munitions. The issue of when the less
expensive and more controllable static firings are equivalent to dynamic
launches at combat ranges has been a persistent source of controversy
in live fire testing methodology. We believe that cost considerations in
live fire testing do warrant an empirical comparison of the two methods,
as originally proposed. The Army has recently conducted some such
tests as part of the Bradley Phase II tests, and we were told that further
static/dynamic comparison tests will be included in the JLF:Armor tests.

Imaterial deleted]

Again, although negotiations preceded this version of the plan 0sp and
the JTCG ME test planners were still not in agreement about the role of
inert and full-up tests in ILF. The DTP was rejected by the former osp
program manager in part because of the proposal to shoot at inert
targets, with guidance that a revision should include a majority of full-
up shots. The test outline in the October 1986 draft revised plan submit-
ted to the current 0$D program manager returns to the use of a majority
of inert vehicle tests.

[material deleted]
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Implementation, Analysis and
Reporting

The sequencing of shots was sensitive to target conservation, and ‘'test-
ing effects.” (Testing effects are biases resulting from shooting repeat-
edly at the same target. A target which has been degraded by earlier
shots reacts differently.) Firings were to progress from the smallest and
least damaging to the larger munitions. There were two reasons for this:
to preserve the targets’ condition as long as possible and to permit data
acquisition and test procedures to be “perfected’” on the less expensive
tests so that all the desired data would be obtained on the more expen-
sive tests with the larger munitions.

The JLF jmaterial deleted] tests had not been implemented as of Decem-
ber 1986, and hence there is neither analysis nor a report to assess.

U.S. M-48 Tank

Setting Test Objectives

This test was not in the JLF: Armor 1985 Plan and does not appear in any
JLF schedule. It was set up in order to have some testing occur within JLF
in FY 85.

The nbjectives of this test were to train damage assessors and add to the
data on the effectiveness of long-rod kinetic energy penetrators on tanks
of the M-18/[material deleted] class. The U.S. M-48 is an older tank (the
one tested was built in 1953) unlike those first-line vehicies identified as
the main interest of JLF.

This test’s objective of training damage assessors who could be used in
subsequent .JLF tests does not follow simply from the program objectives
and is not mentioned in the master plan. The assessment of damage from
combat or live fire shots is difficult, and apparently there are insuffi-
cient numbers of people with experience in it at armor test facilities.
One experienced tester thought it would not be possible to train damage
assessors during the course of a test. The test proved the objective to be
unrealistic. The brief course conducted at the test site did not succeed in
training the damage assessment teams to fill out forms with acceptable
accuracy or consistency across assessors. The training consisted of only
a few class sessions supplemented by discussions with the instructor
between the shots. One tester suggested that a full year's experience
might be necessary to produce an acceptable level of competence in
damage assessment.
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Implementation

To take advantage of a previously tested, burned-out hulk of a material
deleted] tank that had become available, it was decided to include sev-
eral shots against this target during the time the M-48 was being tested.
These shots were not included in the M-48 plan.

An M-43¢ tank was used in lieu of obtaining an actual M-48. A training
version of the M-48, the M-48¢ has a “mild steel” hull rather than actual
armor, rendering it unsuitable for combat. Realistic shots were therefore
restricted to its turret or external components other than the hull. The
[material deleted] hulk had been tested and burned before, and was
missing many internal components. Because a target that has been
degraded by earlier tests reacts differently from one which has not, and
because internal components affect the results, little information was
produced that could be generalized to combat-ready [material deleted).
The use of these vehicles as targets represents a departure from the
original .LF goal of shooting at operational first-line vehicles. It was in
part dictated by the failure to obtain actual [material deleted] in good
condition, to conduct the first scheduled JLF tests.

The |matenal deleted] hulk was loaded with combustibles before shots
were fired at it, while the M-48 was Kept inert. in part to explore the
consequences of the different target conditions for the conduct of tests
and damage assessment.

The test was also to add to the data base on the effectiveness of long-rod
penetrators on tanks ot the M-48 [material deleted] class. However, the
munition emploved against the M-48c was not an [material deleted]
munition but a simulant produced by a foreign country. It is not known
whether or how the effects of the simulant differ rrom the [material
deleted] munition.

The draft plan does not give a rationale for the shotlines selected. Three
shots were to be fired from the front. two at the turret and one at the
hull in the location of the driver. The other was to be fired from the
right side at the turret.

The test implementation departed trom the draft plan for the M-18 test
in a number of ways:

As noted above, the plan was written for the M-48 alone. We were told
that the [material deleted] hulk was made available only later.
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Analysis and Reporting

The personnel to be trained as damage assessors were used to assess
only the first three shots. BRL personnel assessed the final shot. Test
officials told us that they realized it was not possible to train damage
assessors in the time available (limited to a few classroom sessions), con-
cluding that such training could take as much as a year.

Because the M-48 available tor testing, an M-48c, did not have a hull of
actual armor, a shot against a track had to be substituted for the one
planned against the hull at the driver’s position.

The preliminary draft of the M-48 JLF report contains raw data in the
form of photographs and damage assessment forms. The text describes
the test and efforts to train damage assessors. Values for M. F. and K-
kills were assigned to each shot by BRL personnel, but the results were
not analyzed further. It is not possible from the draft to assess the way
the data will eventually be analyzed.

The results of the shots against the [material deleted] hulk were not pub-
lished in a JLF report by JTCG ME, but only in the March 1986 DA report
on the FY85 ILF activities. This report treats the [material deleted] ‘M-18
test as a comparison of two methodological approaches to live fire test-
ing: inert vs. full-up. The report states that the [material deleted] hulk
was fired at three times, fully loaded with ammunition and fuel (though
hydraulic lines were not present). and each shot resulted in a cata-
strophic Kill in the form of an explosion or uncontrolled fire. The M-48,
by contrast was inert, with water in its fuel tanks and dummy ammuni-
tion stowed aboard. 1DA concluded that there are tradeoffs in the meth-
odologies: inert testing provides detailed information on behind armor
effects, while full-up testing provides unambiguous information on cata-
strophic Kills.

We believe that there were too many differences between these two
targets to regard the test as a fair comparison of the inert versus full-up
test approaches. The two vehicles, although of the same general class of
tank, were different models, and their state of repair and completeness
were very different even before the [material deleted] was loaded with
combustibles and the M-18 was left inert. The [material deleted] was lit-
tle more than an empty hulk: that is. it was in poor condition and most
of its internal components were missing. Sheet metal was used to simu-
late some of the internal components only after some question was
raised about the possible masking effects of components, after the first
shot. The fact that it was impossible to trace component damage in the
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[matenal deleted] after the shots does not imply that this would gener-
ally be the case in full-up tests of tanks, as the IDA report suggests.

[Material Deleted] Vehicle

Setting Test Objectives

Test Planning

The Army conducted two series of full-up live fire shots, against the
[matenal deleted] vehicle and the M901 Improved TOW Vehicle (ITV)
version of the 'S, M113 armored personnel carrier. in late FY&5,

These tests were intended to provide baseline data for assessing the rel-
ative vulnerability of the Bradley and rhese vehicles. The rationale
explicitly mentions the biased or "skewed™ perceptions created in
observers by the results of tests against the Bradley with overmatching
munitions. The comparison tests were designed to “anchor” perceptions
of the vulnerability of U.S. vehicles such as the Bradley by demonstrat-
ing the lethality of U.S. munitions against comparable [material deleted]
vehicles.

These ten Bradley comparison shots on the [material deleted] are not the
entire series of live fire tests originally scheduled. The January 1985
plan indicates that there were to have been between 225 and 291 shots
at the [material deleted] with 22 different munitions. Rather than sys-
tematically exploring the lethality of a range of U.S. munitions against
the [material deleted], as had been originally proposed, the ten compari-
son shots (funded and conducted by the Army rather than JLF) merely
provided some context for interpretation of the Army’s Bradley shots.
The pTP for the [material deleted| (written as part of JLF) was a bare
outline. five pages of double-spaced text plus shot diagrams.

There are two versions of the material deleted] vehicle, the [material
deleted]. The main differences are in the turret armor and gun Only
[material deleted] were available for JLF testing. The [material deleted|
was simulated by modifications to the turret of a [marerial deleted],
including the main gun. This appears to have been a reasonable simulant
of the [material deleted].

The plan specified that the tests were to be full-up. The fuel cells were
to be 374 full of diesel fuel and live ammunition of the type and quantity
used for the particular model of [material deleted] was to be stowed in
the vehicle
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[mplementation

The munitions selected for firing at the [material deleted] were the same
type as those selected for the Bradley tests. which had focused on
“overmatching weapons,” more powerful than those the system was
designed to withstand. They are therefore considerable overmatches for
the [material deleted] as well, almost guaranteed to penetrate and make
the [material deleted] look vuinerable. The smaller munitions, perhaps
more representative of the munitions that infantry would be firing at
[material deleted] were not included. While the selection is appropriate
for the Bradley comparison, it limits the generalitv of the results and
leaves open the possibility that perception of the [material deleted] vul-
nerability will be “skewed” by the lack of context. Other munitions are
scheduled for testing against the [material deleted] later in JLF.

The ten shots of shaped-charge munitions were selected to match the
full-up shots taken on the Bradley. The matchups were not restricted to
precise duplications of impact locations. because of differences in vehi-
cle design (e.g. a shot into the right rear deor would impact stored fuel
in the [material deleted] but not in the ITV.) The effect of these depar-
tures from strict matching is not known. That is, it is uncertain whether
differences in the assessed vulnerability are the resuit of the failure to
find truly comparable impact locations, or differences in the vehicles’
“true’ vulnerability at equivalent impact locations. This issue will arise
whenever two vehicles are compared on shots that are not representa-
tive (or randomly chosen) samples of the hits to be expected on the vehi-
cle type in combat.

The DTP stated that [material deleted] munitions would be stowed on the
[material deleted] if they were available. But the short deadline led to
the use of US munitions in place of [material deleted]. The list of muni-
tions chosen and some of the reasons for their choice are reported in the
draft. Overall, the selected munitions were thought to approximate the
placement, size and general explosive layvout of the threat vehicles. But

“The explosive weights are generally greater than the threat systems and in some
cases, the explosive type 1s of higher brisance [shattering or crushing effect|. The
overall effect of these differences could make the [material deleted] vehicles
respond more violently to overmatching projectiles.™

The draft report then argues that because the [material deleted] muni-

tions on the [material deleted] are packed very densely "‘the effects on
the vehicle should be quite similar to the known battlefield effects of

Page 145 GAO PEMD-87-17 Evaluating Live Fire Testing Programs



Appendix I
Review of Individual Tests

overmatching penetrations on the [material deleted].”” The surrogates
were for this reason considered adequate for these tests.”

But the stated purpose of this test series was to provide a comparison
for the Bradley tests, because “the very nature of those tests—over-
matching munitions which are guaranteed to perforate the armor
shell—tends to skew the perception of some observers as to the vulnera-
bility of US equipment to enemy munitions.” So the series was intended
to show that the [material deleted] was also vulnerable to overmatching
weapons. and to compare its vulnerability to the Bradley's. The results
were to be used to put the Bradley's vulnerability in context. Any bias in
the tests that tends to make the {material deleted] look more vulnerable
has the effect of reducing the Bradley's apparent relative vulnerability.
Although the test report argues that the effects of the surrogates on the
vehicle should be similar to that of the [material deleted] ammunition. in
tact the magnitude of any difference in reactivity of the surrogates is
unknown. Because the direction of any departure from the actual vul-
nerability of the original [material deleted] munitions is thought to be in
the Bradley’s favor, this possible bias could constitute a threat to the
validity of the [material deleted| Bradley comparison.

The [material deleted] test report was 1n fact candid about the potential
problem with the surrogate munitions. though it relied on engineering
Judgment to conclude that the problem was probably not serious. Test
officials also argued that only one of the ten comparison shots could
have been strongly affected by the use of more vulnerable surrogates, so
any bias was insignificant. However, one year after the completion of
the test series the JLF report of the [material deleted] tests existed only
as a rough preliminary draft. It has not therefore been generally availa-
ble to decision makers who must assess the vulnerability of the Bradley
or other experts who might have alternative interpretations. The only
form of these results made available to Congress, for example, is their
treatment in the Bradley Phase I report of December 1985. In that
report there is no mention of the reservations about the possibly exces-
sive explosiveness of the surrogate munitions stowed on the [material
deleted] that were expressed in the unreleased draft of the full [material
deleted| report. In fact the report to Congress states that both the [mate-
rial deleted] and the ITV “were loaded with the full complement of
ammunition and supplies they carry into combat.” Furthermore the
Bradley report specifically concluded that the Bradley was less vulnera-
ble than the [material deleted], citing the comparison tests as evidence.
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Testers acknowledge that the choice of surrogates for [material deleted]
munitions is complicated by different design philosophies. For example,
[material deleted| shaped charges have generallv used more vulnerable
explosives, but less vulnerable metal cases around them. In the absence
of tests demonstrating the equivalence of surrogates and threats, the
validity of test results must be open to argument. Therefore we believe
that departures from combat realism, such as the use of surrogate load-
ings of questionable equivalence to actual threat munitions, should be
included in reports of live fire tests (including reports to Congress),
along with arguments and data concerning the choice of surrogates and
the practical effects of their use.

U.S. Bradley Vehicle Phase
Iand II

There was much controversy over the objectives, planning, design. and
reporting of the Bradley Phase I live fire test funded and conducted by
the Army.' These are treated in some detail in a previous Gao report and
a report by the staft of the HAsC. Briefly. concerns were expressed over:

The proper priority of test objectives. The JLF 0SD program manager
stated that the predominant purpose of JLF was to locate sources of cas-
ualties and provide insight into modifications that would reduce casual-
ties. In contrast, the army testers at BRL focused on obtaining
information useful for calibrating or checking computerized vulnerabil-
ity models.

Vehicle selection. There are two versions of the Bradley, the M2 infantry
version, which carries nine troops. and the M3 cavalry version, which
carries five. The infantry version, which is more susceptible to larger
numbers of casualties, was not tested.

Shot selection. Reflecting the conflict over the test objectives’ priority,
the Phase I Bradley test shots conducted during 1985 were selected to
resolve vulnerability uncertainties. All ten tull-up shots were aimed so
as to avoid ammunition, because it was felt by Army testers that there
was little uncertainty about the effects of shots into stored ammunition.
This shot selection represents a departure from the standard of combat
realism emphasized by the 0sD program manager, but not necessarily
from the JLF objectives in the charter and the approved January. 1985
Master Plan. The shots were not selected randomly or to be representa-
tive of combat hits. The procedure was justified by the test planners in
this case as efficient for obtaining information they judged to be most
useful without excessive risk of destroying test assets.

'This 15 not to be confused with the so-called Bradley. v aporifics test of 1984
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Test Planning

The previous investigators did not conclude that the selection of shots
had been intentionally biased to make the Bradley appear less vulnera-
ble. However, the general issue of bias in shot selection is that any judg-
mental or intuitive basis for selecting shots is open to the influence of
inadvertent bias or at least its appearance. Some form of random selec-
tion is the only way to avoid charges of bias. The Board on Army Sci-
ence and Technology (BasT) of the National Research Council was
requested by 0sD and the Army to develop a method for selecting unbi-
ased and combat-realistic shots in live fire testing. Their recommenda-
tions were followed in producing the final form of the Bradley Phase II
test plan.

The Army’s Phase II Bradley plan is the most detailed and thoroughly
specified of the live fire test plans we have reviewed. Its six volumes
include detailed descriptions of the procedures to be followed in all the
subtests, predictions generated by vulnerability models for all proposed
impacts, detailed diagrams of the vehicle configuration and stowage
plans and a detailed evaluation or analysis plan. It removes all test
implementation decisions from the informal judgments of testers, speci-
fying elaborate contingency plans for departures from planned proce-
dures during the tests.

We note five of the plan’s features:
1) Emphasis on casualties. This is the only DTP we saw that explicitly

emphasized casualty estimation in the objectives. The objectives for the
full-up firings include:

to generate baseline data on the number of casualties expected for com-
parable firings at the M2 and M3 Bradleys (infantry and cavalry
versions).

to generate baseline casualty and vehicle vulnerability data for the M2.

23 Emphasis on fire and explosion. All but one test, including component
tests, involve fire and. or explosion in some way, despite the risk to test
assets. This is in contrast to the earlier Bradley testing which was criti-
cized for avoiding shots resulting in fire and explosion.

3) Shot selection. The plan adopts a shot selection methndology based on
random selection of impact locations from combat distributions, devel-
oped by the BasT group specifically for use in the Bradley testing. The
plan claims that BAST selected the shotlines for the Army, but strictly
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Aircraft

speaking, this misstates BasT's role in the process. The BasT report and
1ts cover letter make it clear that BAST was only suggesting an interum
method for selecting shotlines. BAST specifically stated that the shotlines
appended to their report were the results of a “"trial use™ of the method.
and did not constitute recommendations as to which shotlines should be
used for the Bradley. They stated that the responsibility for choosing
shotlines was the Army’s. The plan states that the BasT selections met
the Army’s goals and so the complete set of BAST shots was adopted by
the Army without modification.

4) Sample size The plan states that BAST recommended the minimum
number of shots required per munition type to establish with reasonable
confidence that observed vulnerability differences between specified
test targets are true differences. But BAST explicitly stated in their
report that the number of live fire shots required for reliable vulnerabil-
ity assessment is an open question, and their selection of 2() shots was
dictated by the 08D request, not by statistical considerations. 0SD origi-
nally requested that BAST provide a method tor selecting 13 shots for
comparative tests. BAST felt that 20 shots distributed among four muni-
tion types would be “"more representative’ but cautioned that the use of
20 shots should not be interpreted as an indication that this sample size
is adequate for reliable vulnerability assessments or statistically mean-
ingful conclusions.

5) Statistical analysis. The plan proposes a questionable statistical anal-
vsis. A procedure known as the sign test will be used to compare twelve
matched shots on the standard version and the high survivability ver-
sion of the Bradley M3. However, a sign test with only twelve pairs of
shots will fail to detect differences between the two vehicles unless the
differences are very large. The pracedure has additional problems,
detailed in the general discussion of statistical validity in Chapter 3.

As noted eartlier, only one JLF Alrcraft test has been completed and writ-
ten up. Consequently, only one report was available for our review, and
it was in draft form. This was the FY85 test on steady state fuel inges-
tion in the F100 engine, which powers both the F-15 and F-16 aircraft.

F100 Engine Steady State
Fuel Ingestion Test

FFuel ingestion is a potential kill mechanism experienced by jet aireraft
when a projectile (small arms, warhead tragment) penetrates a fuel cell
in such a manner that fuel is injected into the engine inlet
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Setting Test Objectives

Test Planning

Implementation

In the original DTP, this test had two objectives:

Determine the fuel ingestion tolerance of the F100 turbofan engine when
exposed to controlled steady state fuel leakage.

Compare the results with previous vulnerability analyses and identify
the degree of enhancement which might be required in applicable mod-
els of the F100.

The draft report retained these two objectives and added a third:

Identifyv possible pilot responses, different from those published in flight
manuals. which might improve the probability of survival during a tuel
ingestion incident.

All were consistent with the program objectives as specified by JTCG As.

The F100 DTP was congruent with the test objectives. A test matrix was
specified, but sample size (number of runs) was not. on grounds that the
specific number of runs cannot be known until the tests are conducted
{the test ends when the engine is destroved).

Three positions for fuel injection were selected along the inlet duct—=20,
80. and 120 inches from the engine tace. However. no rationale was pro-
vided for these positions, and no mention was made of hole size. In the
draft test report, the test matrix showed the hole size and its position on
the inlet duct for each test run, and also stated that clean round holes
were selected over other hole geometries. in part to meet the primary
objective of “controlled™ fuel ingestion. However, there was no mention
of the size or type of ballistic threat the holes are supposed to be simu-
lating, even though the report is classified; nor was there any rationale
for the choice of hole sizes and positions.

The DTP contained no pretest predictions, but stated that predictions
would be produced later.

The report revealed that the basic test conditions had changed since the
DTP. Inlet ram pressure originally was to be supplied to simulate flight at
Mach .8, 3.000 ft. above sea level. In implementation, conditions were
set at Mach .7, 2.230 ft. above sea level. No explanation for the change
was provided.
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Test officials appeared to be making all reasonable efforts to maintain
the realism of test conditions. For example:

The engine was “trimmed” to establish nominal relationships among
engine tempetatures, pressutes, and rotor speeds. This was done to
ensure that the engine’s reaction to fuel ingestion would be representa-
tive of engines currently in use.

Some equipment problems were observed in the early runs. (i.e., flood
lamps and cameras failing due to engine vibration. difficulty establish-
ing and maintaining the desired tuel injector pressure drop), but were
eventually solved.

Analysis and Reporting

[material deleted]

The report states that the pressure of the inlet air successfully simu-
lated the specified flight conditions of Mach .7. 2,230 ft. above sea level,
hut the temperature corresponded to a very hot dav—about 113 degrees
F. at sea level.: To simulate Mach .7 on a cooler day would have required
a different inlet pressure and temperature values. The report states that
total pressure and density describe not just a single Mach altitude flight
condition. but a locus of peints in the Mach altitude map; therefore, the
test data are applicable to flight conditions other than those tested,
including some with cooler temperatures (i. e.. Mach 1.51, 25,000 ft., 20
degrees F.). It also states that the flight conditions simulated in the test
are within the flight envelopes of the F-15 and F-16.

We believe the draft report overstates the generalizability of the find-
ings. No statement is possible on the effect of changing a single parame-
ter—all 3 must change. Sa, for example, the effect of Mach .7, 2,230 ft.
at a cooler temperature (one representative of a European scenario) can-
not be inferred. The fact that the test conditions were within the flight
envelopes is irrelevant; it does not make them generalizable. Only addi-
tional testing could do that.

The report presented a computer model for predicting damage from a
steady flow of fuel into a turbofan inlet. [t was derived principally from
the F100 test results, although in part from “the author’s intuition
alone.”

[material deleted]

-Jet endines are used to generate the airflow, consequently  the air temperature s arnfaally hugh.
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The user inputs inlet duct diameter, ingestant flow rate, altitude, Mach
number, distance of wound from engine face, and various other parame-
ters. The output indicates presence or absence of engine failure and var-
ious other information.

We question the value of this model for the following reasons:

A small model (less than 50 lines of code), it only addresses turbine sec-
tion thermal failure; no other failure modes are included.

It was developed post hoc; the deferred predictions alluded to in the oTp
never materialized in the report.

The user varies parameters independently, even though several of these
were held constant in the test; consequently. the quantitative effect
computed by the model is highly speculative.

[material deleted]

The report’s recommendations were congruent with the results, and sen-
sitive to the likelihood of user acceptance. It concluded that given the
engine designers’ focus on thrust-to-weight ratios, performance, fuel
consumption, and signature, little opportunity existed for engine design
changes Recommendations were therefore focused elsewhere, on air-
frame and fuel system design. These included:

Design fuel systems to reduce effects, such as fuel cells with higher self-
scaling capability and improved ballistic protection.

Design more survivable fuel cell configurations, such as inlet isolation
liners, fuel ingestion sensors, and divided concentric fuel tanks “man-
aged" so that the tank adjacent to the inlet is emptied before arrival at
the threat zone.
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Glossary

Altitude History

Recent prior altitude of an aircraft. If an aircraft has been at high alti-
tude. some of the more volatile fuel constituents would have been lost,
changing the vapor composition, and possibly affecting the probability
of sustaining a fire.

Attack Azimuth

The angle in the horizontal plane from which a shot is fired at an
armored target, proceeding counterclockwise from 0O degrees art the front
(sa that shots perpendicular to the left side of a rank, tor example, are
at 90 degrees azimuth.)

Dry Bay

Area of aircraft fuselage around a fuel tank. containing fuel lines, vent
lines. wiring, etc.

Dynamic Firing

Launch of a threat munition at a distance from the target. (Contrasted
with static firing.)

Effectiveness

Ability of a weapon system to cause specified damage to a specific tar-
get, taking into account ability to acquire, track, and hit the target.

Full-Scale Tests

Those conducted on complete weapons systems rather than components
or mock-ups.

Full-Up Tests

Thaose conducted with the full complement of fuel. ammunition, and
hydraulic fluid carried by the system into combat.

Glacis Plates

Sloping armor plates that form the front or rear of a vehicle and in
effect increase the presented armor thickness.

Halon Gas used in automatic fire suppression systems such as the one in the
Bradley vehicle.
Hydrazine A corrosive. volatile liguid used in rocket fuels and in emergency power

systems of some aircraft.
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Kevlar

Synthetic material used to stop small metal fragments in bulletproof
vests and spall liners for armored vehicles.

Kinetic Energy Weapon

Munition whose penetrator is a dense metal rod, relving for its effect on
the momentum of its flight.

Lethality

The ability of a munition to produce a specified level of damage to a
specific target, given that the target has been hit.

Maneuver Load

Changes in load on an aircraft wing due to maneuvering by the aircraft
(e.g. in evading air defenses). Maneuver loads change the effective
weight of fuel, and hence the leak rate; they also produce stress on fuel
cell walls that potentially increase damage.

Overmatching Weapon

An antiarmor weapon that 15 thought to be almost certain to defeat the
armor of a given target; a more powerful threat than those a system was
designed to withstand.

Overpressure

The potentially casualty-producing increase in atmospheric pressure
within a vehicle caused by the detonation of onboard explosives, by
materials associated with the penetration process that are rapidly oxi-
dized, or by the passage of a shaped-charge jet or Kinetic energy pene-
trator into the vehicle’s interior.

Penetrator

The part of an antiarmor weapon that is intended to pass through the
armor, either a high-speed jet of metal from a shaped-charge warhead,
or the solid metal rod of a kinetic energy weapon.

Replicas

Fabricated substitutes for unavailable threat weapons or targets.

Shaped Charge

Focused-energy warhead, in which the thin metal liner of a conical cav-
ity is explosively formed at the moment of detonation into an extremely
high velocity, continuously stretching, thin metal jet that has great
armor-penetrating ability.
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Shotline Path travelled by threat weapon, determined by azimuth, elevation, and
impact point.

Slosh Movement of fuel within a fuel tank during flight. Slosh wets the tank’s
internal walls, changing the distributions of vapors and potentially
affecting the probability of sustaining a fire.

Simulants Fabricated substitutes for unavailable threat weapons or targets.

Spall Fragments of armor and penetrator material thrown off at the inner sur-

face of armor breached by a penetrator.

Spall Liner

Thick panels of composite material such as Kevlar installed at the inte-
rior surface of armor, to reduce the effects of spall.

Static Firing

Detonation of a shaped-charge warhead that has been taped or fixed in
some other way to the surface of a target in order to hit a precise impact
point. Contrasted with dynamic firing.

Stochastic

Incorporating randomness or chance. A stochastic model attempts to
mimic the random variation ot a process in the world by having some of
the model outcomes determined in a random draw from a distribution of
possible outcomes.

Subscale Tests

Any tests conducted on less-than-full-scale target weapon systems, such
as component vulnerability tests or behind-armor-debris studies.

Surrogate

An existing munition or target substituted for one that is unavailable for
testing on the basis of similarity.

Survivability

The ability of a weapon system to avoid being killed in battle, including
its vulnerability if hit, but also taking other factors such as maneuvera-
bility and the ability to avoid detection into account.
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Susceptibility Comprises all the capabilities and characteristics of a target and threat
that influence or determine the probability that the target is hit, includ-
ing the threat capability to detect. lock on, track, and fire, and the target
capability to evade the threat.

Vapori fics A postulated casualty-causing mechanism involving the rapid combus-
tion of 1) metals from armor, penetrator, or vehicle components after
penetration by a very large shaped charge weapon or 2) the metal liner
of shaped charges specifically designed to produce vaporific effects.

Vulnerability The inability of a weapon system to withstand damage from a specific
attack, given that it has been hit.
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