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Why GAO Did This Study

TSA conducts security threat assessment screening and credentialing activities for millions of workers and travelers in the maritime, surface, and aviation transportation industries that are seeking access to transportation systems. In 2008, TSA initiated the TIM program to enhance the sophistication of its security threat assessments and to improve the capacity of its supporting systems. However, the program experienced significant cost and schedule overruns, and performance issues, and was suspended in January 2015 while TSA established a new strategy. The program was rebaselined in September 2016 and is estimated to cost approximately $1.27 billion and be fully operational by 2021 (about $639 million more and 6 years later than originally planned).

GAO was asked to review the TIM program’s new strategy. This report determined, among other things, the extent to which (1) TSA implemented selected key practices for transitioning to Agile software development for the program; and (2) TSA and DHS are effectively overseeing the program’s cost, schedule, and performance. GAO compared program documentation to key practices identified by the Software Engineering Institute and the Office of Management and Budget, as being critical to transitioning to Agile and for overseeing and governing programs.

What GAO Found

The Transportation Security Administration’s (TSA) new strategy for the Technology Infrastructure Modernization (TIM) program includes using Agile software development, but the program only fully implemented two of six leading practices necessary to ensure successful Agile adoption. Specifically, the Department of Homeland Security (DHS) and TSA leadership fully committed to adopt Agile and TSA provided Agile training. Nonetheless, the program had not defined key roles and responsibilities, prioritized system requirements, or implemented automated capabilities that are essential to ensuring effective adoption of Agile. Until TSA adheres to all leading practices for Agile implementation, the program will be putting at risk its ability to deliver a quality system that strengthens and enhances the sophistication of TSA’s security threat assessments and credentialing programs.

TSA and DHS fully implemented one of the key practices for overseeing the TIM program, by establishing a process for ensuring corrective actions are identified and tracked. However, TSA and DHS did not fully implement the remaining three key practices, which impede the effectiveness of their oversight. Specifically,

- TSA and DHS documented selected policies and procedures for governance and oversight of the TIM program, but they did not develop or finalize other key oversight and governance documents. For example, TSA officials developed a risk management plan tailored for Agile; however, they did not update the TIM system life-cycle plan to reflect the Agile governance framework they were using.
- The TIM program management office conducted frequent performance reviews, but did not establish thresholds or targets for oversight bodies to use to ensure that the program was meeting acceptable levels of performance. In addition, department-level oversight bodies have focused on reviewing selected program life-cycle metrics for the TIM program; however, they did not measure the program against the rebaselined cost, or important Agile release-level metrics.
- TIM’s reported performance data were not always complete and accurate. For example, program officials reported that they were testing every line of code, even though they were unable to confirm that they were actually doing so, thus calling into question the accuracy of the data reported.

These gaps in oversight and governance of the TIM program were due to, among other things, TSA officials not updating key program management documentation and DHS leadership not obtaining consensus on needed oversight and governance changes related to Agile programs. Given that TIM is a historically troubled program and is at least 6 months behind its rebaselined schedule, it is especially concerning that TSA and DHS have not fully implemented oversight and governance practices for this program. Until TSA and DHS fully implement these practices to ensure the TIM program meets its cost, schedule, and performance targets, the program is at risk of repeating past mistakes and not delivering the capabilities that were initiated 9 years ago to protect the nation’s transportation infrastructure.
After Experiencing Significant Cost, Schedule, and Performance Issues with the Initial TIM System Deployment, TSA Implemented a New Strategy

The New Strategy for the TIM Program Has Addressed Selected Prior Challenges, but Concerns Remain

The TIM Program Has Not Fully Implemented Leading Practices for Transitioning to Agile Software Development

TSA and DHS Have Not Fully Implemented Most Key Practices for Overseeing the TIM Program’s Cost, Schedule, and Performance

Conclusion

Recommendations for Executive Action

Agency Comments and Our Evaluation

Objectives, Scope, and Methodology

U.S. Department of Homeland Security

GAO Contact and Staff Acknowledgments

Table 1: Largest Transportation Security Administration (TSA) Transportation Credentialing Programs, by Segment

Table 2: Comparison of Agile and Waterfall Software Development

Table 3: Technology Infrastructure Modernization (TIM) Program’s Cost and Schedule Estimates (in millions)

Table 4: Review of Key Transportation Security Administration (TSA) Technology Infrastructure Modernization (TIM) Program Performance Metrics by Oversight Bodies

Table 5: Total Number of Story Points Completed (Velocity) in the Technology Infrastructure Modernization Program’s First Software Release after Deployment
Table 6: Total Number of Story Points Completed (Velocity) in the Technology Infrastructure Modernization Program’s Second Software Release after Deployment

Figures

Figure 1: Planned Transportation Security Administration Credentialing Process (simplified) 12
Figure 2: Comparison of Agile and Waterfall Software Development 14
Figure 3: Key Department of Homeland Security Department-level Organizations with Information Technology Acquisition Management Responsibilities 20
Figure 4: Key Transportation Security Administration Organizations Involved with the Technology Infrastructure Modernization Program, as of January 2017 21
Figure 5: Intended Prioritization of Technology Infrastructure Modernization Backlogs 44
Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIO</td>
<td>chief information officer</td>
</tr>
<tr>
<td>COTS</td>
<td>commercial-off-the-shelf</td>
</tr>
<tr>
<td>DHS</td>
<td>Department of Homeland Security</td>
</tr>
<tr>
<td>FedRAMP</td>
<td>Federal Risk and Authorization Management Program</td>
</tr>
<tr>
<td>IT</td>
<td>information technology</td>
</tr>
<tr>
<td>OCIO</td>
<td>Office of the Chief Information Officer</td>
</tr>
<tr>
<td>OIG</td>
<td>Office of Inspector General</td>
</tr>
<tr>
<td>OMB</td>
<td>Office of Management and Budget</td>
</tr>
<tr>
<td>PARM</td>
<td>Office of Program Accountability and Risk Management</td>
</tr>
<tr>
<td>SAFe</td>
<td>Scaled Agile Framework</td>
</tr>
<tr>
<td>TIM</td>
<td>Technology Infrastructure Modernization</td>
</tr>
<tr>
<td>TSA</td>
<td>Transportation Security Administration</td>
</tr>
</tbody>
</table>

This is a work of the U.S. government and is not subject to copyright protection in the United States. The published product may be reproduced and distributed in its entirety without further permission from GAO. However, because this work may contain copyrighted images or other material, permission from the copyright holder may be necessary if you wish to reproduce this material separately.
October 17, 2017

The Honorable Scott Perry
Chairman
Subcommittee on Oversight and Management Efficiency
Committee on Homeland Security
House of Representatives

The Honorable John Katko
Chairman
Subcommittee on Transportation and Protective Security
Committee on Homeland Security
House of Representatives

The nation’s maritime, surface, and aviation transportation systems and facilities are vulnerable and difficult to secure given their size, easy accessibility, large number of potential targets, and proximity to urban areas. In order to help reduce the threats to these critical transportation systems and facilities, the Transportation Security Administration (TSA), a component of the Department of Homeland Security (DHS), conducts various security threat assessment screening and credentialing activities for millions of workers and travelers seeking access to the maritime, surface transportation, and aviation industries.

However, as we have previously reported,¹ the effectiveness and the efficiency of the agency’s threat assessments and credentialing programs have been hindered by stove-piped information technology (IT) systems and duplicative processes which cannot accommodate growing enrollment demand. Moreover, the current stove-piped environment limits TSA’s ability to effectively detect malicious individuals that apply for multiple transportation credentials to try to gain access through at least one of them.

In 2008, TSA initiated the Technology Infrastructure Modernization (TIM) program to, among other things, enhance the sophistication of its security threat assessments and improve the capacity of its systems. Specifically, the program is intended to provide a modern and centralized end-to-end

The Transportation Security Administration (TSA) has been developing a credentialing system that includes registration and enrollment, individual security threat assessments, adjudication, credential issuance/management, and revocation for transportation workers and travelers. The program’s initial baseline estimated that the program would be deployed in 2015 and cost about $631 million.²

However, the program experienced significant cost and schedule overruns, a significant increase in its requirements, and critical system performance and technical issues during its initial limited deployment in 2014. As a result, in January 2015, TSA suspended the program while it established a new strategy for developing and deploying the TIM system. The program was rebaselined in September 2016 and is now estimated to cost about $1.27 billion ($639 million more than originally planned). Further, full operational capability for the system is now planned for fiscal year 2021 (6 years later than originally planned).³

TSA officials decided to move away from implementing a commercial-off-the-shelf product for the program and instead planned to develop an open source system.⁴ Moreover, officials decided to use an Agile software development approach, rather than the traditional waterfall development approach the program had been using.⁵

²The baseline included approved objectives (targets that reflect the most likely cost and schedule) and approved thresholds (ceilings which, if exceeded, initiate official replanning actions). In this report, we use objective values of estimated cost and schedule. The TIM program’s approved baseline estimate in September 2011 was $370 million and to achieve full operational capability in fiscal year 2015 (the threshold values were $398 million and fiscal year 2016), but shortly after approval in November 2011, the program revised its cost estimate to $631 million to reflect changes in DHS guidance which required the program to include additional operations and maintenance years. We use the November 2011 cost estimate in our report.

³The threshold cost estimate in the September 2016 rebaseline is $1.46 billion, and the schedule threshold is to achieve full operational capability in fiscal year 2022.

⁴Open source software is software that can be accessed, used, modified, and shared by anyone. This type of software is often distributed under licenses that comply with the definition of “open source” provided by the Open Source Initiative (https://opensource.org/osd) and/or that meet the definition of “free software” provided by the Free Software Foundation (https://www.gnu.org/philosophy/free-sw.html).

⁵Agile is a type of incremental development, which calls for the rapid delivery of software in small, short increments rather than in the typically long, sequential phases of a traditional waterfall approach.
Given the issues that the TIM program has faced in developing the system, you asked us to review the agency’s current effort. Our objectives were to (1) describe TSA’s past implementation efforts for the TIM program and its new implementation strategy; (2) determine the extent to which TSA’s new strategy for the program addresses the challenges encountered during earlier implementation attempts; (3) determine the extent to which TSA has implemented selected key practices for transitioning to an Agile software development framework for the program; and (4) determine the extent to which TSA and DHS are effectively overseeing and governing the TIM program to ensure that it is meeting cost, schedule, and performance requirements.

To address the first objective, we reviewed program documentation, such as initial and current acquisition program baselines, initial and current lifecycle cost estimates, acquisition decision memorandums, and program plans documenting a new strategy for implementing the TIM program. We used the information in this documentation to summarize TSA’s earlier attempts to implement TIM capabilities and the program’s new implementation strategy, including estimated costs, schedule, and key decisions made. In this report, we use the TIM program’s objective estimated cost and schedule values (targets that reflect the most likely cost and schedule), and not the threshold cost and schedule values (ceilings which, if exceeded, initiate official replanning actions). We also interviewed TSA officials, including the TIM Director and Deputy Director, on the status of the program office’s efforts.

For the second objective, we reviewed program documentation on the challenges the TIM program office faced when it experienced cost, schedule, and system performance issues and synthesized the information to identify a consolidated list of key challenges the program had previously faced. We then reviewed documentation on the TIM program’s new implementation strategy. We compared this new strategy to selected prior challenges and assessed the strategy against leading practices and guidance, such as DHS’s Systems Engineering Lifecycle Guide and the Software Engineering Institute’s Capability Maturity Model® Integration for Development. We also conducted a site visit at the TSA Adjudication Center in Reston, Virginia, where we observed

---

6DHS, *Interim Release of Systems Engineering Lifecycle Guide*, version 2.0 (Sept. 21, 2010); and Software Engineering Institute, *Capability Maturity Model® Integration for Development (CMMI®-DEV)*, version 1.3 (Pittsburgh, Pa.: November 2010).
demonstrations of the information systems that are currently used to conduct security threat assessments.

To address the third objective, we first reviewed leading practices and guidance from, among others, the Software Engineering Institute, the Office of Management and Budget (OMB), and DHS, and identified those practices that are critical to establish when transitioning to an Agile software development framework. Then, in consultation with GAO’s internal Agile expert, we selected six practices that were most applicable to the status of the program.7 We then reviewed relevant program documentation, such as Agile training records, program plans, and status reports, and interviewed TSA and DHS officials to assess the extent that the program met these practices. We also observed Agile software development activities conducted at TSA facilities in Annapolis Junction, Maryland, and at a contractor’s facilities in Beltsville, Maryland.

To address the fourth objective, we reviewed leading practices and guidance from, among others, the Software Engineering Institute, OMB, DHS, and TSA, and identified four key practices in oversight and governance of programs using Agile software development.8 We then reviewed relevant TIM program management and governance documentation, such as program management plans, Agile contracts, schedules, cost estimates, program status reports, and artifacts from program oversight reviews. We also interviewed TSA and DHS officials to determine the extent to which these officials were following the key practices.


To assess the reliability of the data that we used to support the findings in this report, we reviewed relevant program documentation to substantiate evidence obtained through interviews with agency officials. We determined that the data used in this report were sufficiently reliable for the purposes of our reporting objectives. We made appropriate attribution indicating the sources of the data. A full description of our objectives, scope, and methodology can be found in appendix I.

We conducted this performance audit from September 2016 to October 2017 in accordance with generally accepted government auditing standards. Those standards require that we plan and perform the audit to obtain sufficient, appropriate evidence to provide a reasonable basis for our findings and conclusions based on our audit objectives. We believe that the evidence obtained provides a reasonable basis for our findings and conclusions based on our audit objectives.

Background

As we have previously reported, transportation systems and facilities are vulnerable and difficult to secure given their size, easy accessibility, large number of potential targets, and proximity to urban areas.9 TSA’s mission is to protect the nation’s transportation systems by providing effective and efficient security to ensure freedom of movement for people and commerce. Accordingly, TSA is responsible for managing vetting and credentialing programs to ensure that individuals that transport hazardous materials or have unescorted access to secure or restricted areas of transportation facilities at maritime ports and TSA-regulated airports do not pose a security threat.10 In order to carry out this responsibility, TSA conducts background checks—known as security threat assessments—on individuals seeking an endorsement, credential, access, and/or privilege (hereafter called a credential).

Specifically, TSA reviews applicant information and searches government databases, such as criminal history records from federal, state, and local

---


10TSA regulations define the term security threat to mean an individual whom TSA determines or suspects of posing a threat to national security; to transportation security; or of terrorism. See 49 C.F.R. § 1570.3 and 1515.3. Depending on the program, TSA may not be responsible for issuing the credentials to applicants for whom it has completed security threat assessments.
sources in the Federal Bureau of Investigation’s National Crime Information Center database and Terrorist Screening Database, which is the federal government’s consolidated terrorist watchlist. This information is used to determine whether the applicant has known ties to terrorism and whether the applicant may be otherwise precluded from obtaining a credential based on his or her immigration status and criminal history, among other factors.\textsuperscript{11} If TSA determines that an applicant does not pose a security threat, a credential may be supplied by an issuing entity.\textsuperscript{12} If it determines an applicant should be denied, the agency issues a preliminary determination of ineligibility letter to the applicant. The applicant may seek redress by appealing the determination or requesting a waiver.

TSA’s security threat assessments support over 30 credentialing programs in the maritime, surface, and aviation transportation segments. The largest programs include the Transportation Worker Identification Credential program for maritime workers, Hazardous Materials Endorsement program for commercially licensed drivers, the Aviation Worker program, and TSA Pre✓\textsuperscript{®} for travelers at airport checkpoints. According to TIM program officials, these transportation programs are collectively estimated to have processed about 12.8 million enrollments by October 2017. Table 1 describes the largest transportation credentialing programs, by segment, and purpose of each.

\textsuperscript{11}Other databases that are checked include, but are not limited to, the criminal records and related fingerprint submissions in the Federal Bureau of Investigation’s Integrated Automated Fingerprint Identification System/Interstate Identification Index; and immigration/citizenship status in the Systematic Alien Verification for Entitlements system.

\textsuperscript{12}The credential issuing entity varies by program. For example, TSA issues maritime workers their employee badges, individual airports issue aviation workers their employee badges, and state licensing agencies issue commercial driver licenses.
<table>
<thead>
<tr>
<th>Transportation segment</th>
<th>Program</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maritime</td>
<td>Transportation Worker Identification Credential</td>
<td>Provides a threat assessment for individuals seeking access to seaports to deliver and pick up goods, load and unload ships, and perform maritime-related duties at the port. TSA issues the credential to qualified individuals.</td>
</tr>
<tr>
<td>Surface</td>
<td>Hazardous Materials Endorsement Threat Assessment Program</td>
<td>Provides a threat assessment of drivers seeking to obtain, renew, and transfer a hazardous materials endorsement. State licensing agencies use this information to decide whether to provide a hazardous materials endorsement on commercial driver licenses. Provides enrollment and vetting for qualified travelers seeking expedited security screening when departing U.S. airport checkpoints for domestic and international travel. TSA provides an endorsement of qualified travelers who then may receive a printed TSA Pre✓® indicator directly on their boarding passes.</td>
</tr>
<tr>
<td>Aviation</td>
<td>Aviation Workers</td>
<td>Provides screening of aviation workers (e.g., airport facility workers, retail employees, and airline employees) seeking to obtain unescorted access to secure areas of the airport. Individual airports use this information to decide whether to issue a credential.</td>
</tr>
</tbody>
</table>

Source: GAO analysis of TSA documentation. | GAO-18-46

**Table 1: Largest Transportation Security Administration (TSA) Transportation Credentialing Programs, by Segment**

---

**TSA Established the TIM Program to Address Shortcomings with Security Threat Assessments and Credentialing Systems**

TSA’s legacy IT systems that are currently used to help conduct its security threat assessment and credentialing functions are an aggregation of stove-piped solutions that were developed over a period of time to support individual transportation screening programs. These systems are duplicative and lack needed sophistication to effectively detect, for example, if an individual is attempting to gain access to multiple facilities across different transportation programs in an effort to find any successful entry point. Early detection of this type of threat is difficult and time consuming because many aspects of the current systems are not fully automated.

Additionally, we and the DHS Office of Inspector General (OIG) have previously reported numerous shortfalls with TSA’s security threat assessment and credentialing systems.
• We reported in 2011 that the demand for security threat assessments is expected to continue to grow and the existing credentialing systems will not be able to accommodate this growing enrollment demand.\(^{13}\)

• In July 2013, we reported on functional limitations and technical problems with TSA’s legacy credentialing systems that were to be addressed by the TIM system.\(^{14}\) These limitations included the inability to run reports to measure TSA response times to applicants, track adjudication of cases, and address case workload backlogs. We also reported on delays in processing new cases. We made recommendations to address these issues and DHS agreed with our recommendations. DHS has taken several actions to implement the recommendations, such as establishing a process for developing accurate workload projections and hiring additional adjudicators.

• In June 2015, DHS’s OIG reported on issues with TSA’s lack of continuous vetting once a credential was issued, referred to as recurrent vetting.\(^{15}\) For example, the OIG reported on the need for recurrent vetting of aviation workers. Specifically, it found that TSA did not have effective controls in place for ensuring that aviation workers had not committed crimes that would disqualify them from having unescorted access to secure areas of airports, and that they had lawful immigration status and were authorized to work in the United States. Instead, TSA depended on the commercial airports and air carriers to verify criminal histories of workers who already hold credentials, and on the credential holders themselves to report disqualifying crimes to the airports where they worked. The DHS OIG recommended that TSA pilot the Federal Bureau of Investigation’s Rap Back program and take steps to institute recurrent vetting of criminal histories at all commercial airports.\(^{16}\) TSA concurred with the recommendation and stated that it planned to initiate a pilot Rap Back

\(^{13}\)GAO, Transportation Security Infrastructure Modernization May Enhance DHS Screening Capabilities, but It Is Too Early to Assess Results, GAO-12-192R (Washington, D.C.: Dec. 8, 2011).


\(^{15}\)DHS OIG, TSA Can Improve Aviation Worker Vetting (Redacted), OIG-15-98 (June 4, 2015).

\(^{16}\)The Federal Bureau of Investigation’s Rap Back Service provides authorized agencies with ongoing notification of subsequent criminal activity of individuals that occurs after the initial processing and retention of criminal or non-criminal transactions, to help provide a more timely process of confirming suitability of those individuals placed in positions of trust.
program to help ensure full implementation across all eligible TSA-regulated populations in the future.

- In September 2016, DHS’s OIG reported that, although TSA required Transportation Worker Identification Credential cardholders to self-report to the administration and surrender their card when charged with a disqualifying offense, this self-reporting occurred only once between 2007 and 2016.17 The report also stated that TSA was testing two methods to implement recurrent vetting into its credentialing programs—the Federal Bureau of Investigation’s Rap Back program to check for criminal violations and the use of DHS’s Automated Biometric Identification System to check for both criminal and immigration violations.18 However, TSA’s plans did not include a method for determining the best approach, and the OIG reported that this would impede TSA’s ability to implement recurrent vetting successfully and efficiently. Accordingly, the OIG recommended that TSA establish measurable and comparable criteria to use in evaluating and selecting the best criminal and immigration recurrent vetting option, and TSA concurred with this recommendation.

- Also, in September 2016,19 the DHS OIG reported that the background checks for the Transportation Worker Identification Credential program were not as reliable as they could be. For example, the OIG found that TSA did not have processes in place to ensure the proper separation of duties for adjudicators, who had the ability to assign, review, and perform quality assurance on the same case. The OIG also found missing supervisory review controls in the terrorism vetting process. Accordingly, the OIG recommended that TSA identify and implement additional internal controls and quality assurance procedures; TSA agreed with the recommendation. In response, TSA planned to make improvements to the TIM system to include an additional quality assurance component in which the system would automatically select cases for senior adjudicators to review and to incorporate into the overall reporting and monitoring activities.

17DHS OIG, TWIC Background Checks are Not as Reliable as They Could Be, OIG-16-128 (Sept. 1, 2016).

18The Automated Biometric Identification System is the central DHS-wide system for storage and processing of biometric and associated biographic information for national security, law enforcement, immigration and border management, intelligence, and other background investigative purposes.

19OIG-16-128.
The TIM system is intended to address the shortfalls identified in these prior reports by providing a modern and centralized end-to-end credentialing system. The system is also intended to provide counter-terrorism and trend analytic capabilities to help identify unusual activities (e.g., credential shopping and using multiple aliases) across the entire credentialing process and all transportation populations supported by TSA’s security threat assessments. In addition, the system is expected to enable automated recurrent vetting of individuals against criminal and immigration databases to ensure that a credential or endorsement is revoked if an individual commits a disqualifying act.

The planned credentialing process that is to be supported by the TIM system includes:

- **Registration and enrollment:** Individuals seeking a credential or endorsement under one of the transportation programs supported by the system are expected to be able to apply for a security threat assessment at a Universal Enrollment Center\(^{20}\) or via the system’s online portal. The biographic and biometric information collected from the applicant is to be received and processed by the system.

- **Eligibility vetting and risk assessment:** The system is to conduct automated vetting of the applicant’s information against criminal, immigration, and terrorism watchlists to determine the security risk associated with allowing access privileges based on the criteria for the credential or endorsement that the individual is seeking to obtain. If the results return a flag for a potentially disqualifying factor, the applicant’s case is to be sent for adjudication. TSA adjudicators are to use the system to review and adjudicate cases that did not pass automated vetting by comparing the applicant’s information to the criteria for the credential or endorsement that the individual is seeking to obtain. The adjudicators are to determine the applicant’s eligibility for the credential or endorsement, and approve or deny the individual’s application.

- **Issuance:** When an applicant is approved through eligibility vetting or adjudication, the system is to notify the applicant of approval and provide instructions on how to receive the credential, which is to be activated by the system and supplied by the issuing entity. The

\(^{20}\)Universal Enrollment Centers are TSA-designated federal, state, and local facilities or qualified third-party facilities where applicants go to complete applications, submit required documents, provide fingerprints, sit for digital photographs, and pay fees.
applicant also is to be able to login to the online portal to view the status of the application.

- **Verification and use:** Use of the credential in secured areas is to be verified, including determining that the credential is authentic, that the individual is the correct recipient of the credential, and that the credential’s status is valid (not revoked or expired).

- **Revocation and expiration:** The system is expected to conduct subsequent automated recurrent vetting of individuals who previously had been approved against criminal, immigration, and terrorist databases on an ongoing basis. If, as a result of recurrent vetting or self-reporting, there is new information indicating that an applicant’s credential should be revoked, the system is to alert the adjudicators who are then to determine if revocation is needed. The system is to prompt credential expiration at the end of a specified period of time.

- **Redress or waiver:** An applicant that is denied a credential is to be able to apply to TSA to either appeal the decision, to include providing documentation to prove that he/she is eligible, or request a waiver from having to meet the eligibility criteria.

- **Trend analytics:** The system is to allow TSA’s Office of Intelligence and Analysis users to select from a standardized suite of analysis tools that would allow them to identify unusual activities across transportation populations. A key objective would be to identify through analysis those adversaries and terrorists who may attempt to hide behind multiple personas and aliases.

Figure 1 provides an overview of the intended future credentialing process which the TIM system is expected to support.
Figure 1: Planned Transportation Security Administration Credentialing Process (simplified)

1. Registration and Enrollment
   An individual seeking a credential for access to secured transportation areas is expected to be able to apply for a security threat assessment in person or online.

2. Eligibility Vetting and Risk Assessment
   The technology infrastructure modernization (TIM) system is to conduct automated vetting of the applicant’s information against criminal, immigration, and terrorist databases. Transportation Security Administration (TSA) adjudicators are to use the system to review cases that did not pass automated vetting to determine whether the applicant should be approved or denied.

3. Redress or Waiver
   An applicant that is denied is to be able to apply to TSA to appeal the decision or request a waiver.

4. Issuance
   When an applicant is approved, the TIM system is to send notification of the approval and activate the credential, and the credential is to be supplied by the issuing entity.

5. Verification and Use
   Use of the credential in secured areas is to be verified (e.g., credential is authentic, status is not revoked or expired according to the TIM system).

6. Revocation and Expiration
   The TIM system is expected to conduct subsequent automated recurrent vetting against criminal, immigration, and terrorist databases on an ongoing basis. The system is to alert adjudicators if there is new information indicating that a credential should be revoked, and adjudicators are to use the system to determine if revocation is needed. The system is also expected to deactivate credentials when they expire at the end of a specified period of time.

7. Trend analytics
   The system is to allow users to select from a standardized suite of analysis tools that would enable them to identify unusual activities across transportation populations. The aim is to identify through analysis those adversaries and terrorists who may attempt to hide behind multiple personas and aliases.

Source: GAO analysis of Transportation Security Administration data.
TIM program officials decided to adopt an Agile software development approach—a type of incremental development—which calls for the rapid delivery of software in small, short increments rather than in the typically long, sequential phases of a traditional waterfall software development approach. This decision is consistent with OMB’s guidance as specified in its IT Reform Plan, as well as the legislation commonly referred to as the Federal Information Technology Acquisition Reform Act. Agile emphasizes early and continuous software delivery, as well as using collaborative teams and measuring progress with working software. Figure 2 provides a depiction of software development using the Agile approach compared to a waterfall approach.

21OMB, 25 Point Implementation Plan to Reform Federal Information Technology Management (Washington, D.C.: Dec. 9, 2010). The implementation plan states that funding of major IT programs should only be approved when it uses a modular approach with usable functionality delivered every 6 months.

The Agile approach significantly differs in several ways from traditional waterfall software development. Table 2 highlights major differences between the Agile and waterfall software development approaches.
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Agile software development</th>
<th>Waterfall software development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing and scope of software</td>
<td>Working software is produced in iterations of typically 1 to 8 weeks in duration, each of</td>
<td>The software is produced in sequential phases which can vary in duration to produce a complete</td>
</tr>
<tr>
<td>development and delivery</td>
<td>which provides a segment of functionality. To allow completion within the short time frame,</td>
<td>system. Such full system development efforts can take several years. Waterfall phases typically</td>
</tr>
<tr>
<td></td>
<td>each iteration is relatively small in scope. To meet the goal of delivering working software,</td>
<td>address a single step in the development cycle. For example, in one phase, customer</td>
</tr>
<tr>
<td></td>
<td>teams perform each of the steps of traditional software development for each iteration—</td>
<td>requirements for the complete product are documented, reviewed, and handed to technical</td>
</tr>
<tr>
<td></td>
<td>identifying requirements, designing and developing software to meet those requirements, and</td>
<td>staff. One or more phases follow, in which the technical staff develop software to meet those</td>
</tr>
<tr>
<td></td>
<td>testing the resulting software to determine if it meets the stated requirements.</td>
<td>requirements. In the final phase, the software is tested and reviewed for compliance with the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>identified requirements.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timing, cost, and scope of project</td>
<td>Initial planning regarding cost, scope, and timing is conducted at a high level. However,</td>
<td>Planning analysis is documented in detail at the beginning of the project for the entire scope of</td>
</tr>
<tr>
<td>planning</td>
<td>these initial plans are supplemented by more specific plans for each iteration and the</td>
<td>work. For example, significant effort may be devoted upfront to documenting strategies, project</td>
</tr>
<tr>
<td></td>
<td>overall plans can be revised to reflect experiences from completed iterations. For example,</td>
<td>plans, cost and schedule estimates, and requirements for a full system.</td>
</tr>
<tr>
<td></td>
<td>desired project outcomes might initially be captured in a broad vision statement that</td>
<td></td>
</tr>
<tr>
<td></td>
<td>provides the basis for developing specific outcomes for an iteration. Once an iteration has</td>
<td></td>
</tr>
<tr>
<td></td>
<td>been completed, the overall plans can be revised to reflect the completed work and any</td>
<td></td>
</tr>
<tr>
<td></td>
<td>knowledge gained during the iteration. For example, initial cost and schedule estimates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>can be revised to reflect the actual cost and timing of the completed work.</td>
<td></td>
</tr>
<tr>
<td>Project status</td>
<td>Project status is primarily evaluated based on software demonstrations. For example,</td>
<td>Project status is assessed based on a review of data and documents at predetermined milestones</td>
</tr>
<tr>
<td>evaluation</td>
<td>iterations typically end with a demonstration to customers and stakeholders of the working</td>
<td>and checkpoints. Milestones and checkpoints can occur at the end of a phase, such as the end of</td>
</tr>
<tr>
<td></td>
<td>software produced during that iteration. The demonstration can reveal requirements that</td>
<td>requirements definition, or at scheduled intervals, such as monthly or annually. The reviews</td>
</tr>
<tr>
<td></td>
<td>were not fully addressed during the iteration or the discovery of new requirements. These</td>
<td>typically include status reports on work done to date and a comparison of the project’s actual cost</td>
</tr>
<tr>
<td></td>
<td>incomplete or newly-identified requirements are queued for possible inclusion in later</td>
<td>and schedule to baseline projections.</td>
</tr>
<tr>
<td></td>
<td>iterations.</td>
<td></td>
</tr>
<tr>
<td>Collaboration</td>
<td>Heavier emphasis is placed on collaboration. For example, to coordinate the many disciplines</td>
<td>Customer and technical staff typically work separately, and project tasks are prescribed and</td>
</tr>
<tr>
<td></td>
<td>of an iteration, such as design and testing, customers work frequently and closely with</td>
<td>monitored by a project manager, who reports to entities such as a program management office.</td>
</tr>
<tr>
<td></td>
<td>technical staff. Further, teams are often self-directed, meaning tasks and due dates are</td>
<td></td>
</tr>
<tr>
<td></td>
<td>determined within the team and coordinated with project sponsors and stakeholders as</td>
<td></td>
</tr>
<tr>
<td></td>
<td>needed to complete the tasks.</td>
<td></td>
</tr>
</tbody>
</table>
Product value

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Agile software development</th>
<th>Waterfall software development</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Software is delivered through small, short increments, with the goal to get as much value</td>
<td>End users receive the software when the project is complete. The scope of the work is fixed up</td>
</tr>
<tr>
<td></td>
<td>as possible in each increment or release. This allows for frequent delivery of working</td>
<td>front, and if changes are needed in order to complete the full scope of the work, the cost is</td>
</tr>
<tr>
<td></td>
<td>software to the end users. The end users can then use the software, and provide valuable</td>
<td>increased and/or schedule is delayed.</td>
</tr>
<tr>
<td></td>
<td>feedback to the program to incorporate into the next software release. Also, cost and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>schedule are fixed, and the scope—the features and capabilities included with each release</td>
<td></td>
</tr>
<tr>
<td></td>
<td>—changes. The scope of each release is routinely reprioritized in order to provide the best</td>
<td></td>
</tr>
<tr>
<td></td>
<td>value to the end user.</td>
<td></td>
</tr>
</tbody>
</table>

Additionally, Agile practices integrate planning continuously throughout the life-cycle. Although Agile requires some high-level, up front planning, in general, planning in Agile focuses on the near term of the next few software releases. Planning sessions are conducted to support each release, iteration, and every work day. For example, development teams have daily meetings, where the team members discuss what they did yesterday and what they plan to do that day. Frequent planning is aimed at ensuring the program is delivering the needed capabilities to the end users.

As we have previously reported, numerous frameworks are available to Agile practitioners to guide their Agile software development activities. Scrum is one common framework, which is widely used in the public and private sectors and its terminology is often used in Agile discussions. The following are key Scrum terminology and concepts:

- **Product owners** represent the end user community and have the authority to set business priorities, make decisions, and accept completed work.
- **Scrum iterations** (also called sprints) are where development teams build a piece of working software during a short, set period of time (e.g., 2 weeks). A collective set of sprints is bundled into a software release.
- **Sprint teams** (or development teams) conduct the Agile software development and testing work. These teams collaborate with minimal management direction, often co-located in work rooms. They meet daily and post their task status visibly, such as on wall charts.

---

Source: GAO analysis of leading Agile practices. | GAO-18-46

• Scrum masters, similar to project managers, are responsible for removing impediments to the sprint teams’ ability to deliver the product goals and deliverables.

• User stories convey the customers’ requirements at the smallest and most discrete unit of work that must be done to create working software. Each user story is assigned a level of effort, called story points, which is a relative unit of measure used to communicate complexity and progress between the business and development sides of the project.

• To ensure that the product is usable at the end of every iteration, teams adhere to an agreed-upon definition of what constitutes acceptable, completed work.

• Backlogs are lists of requirements, such as user stories, to be addressed by working software. If new requirements or defects are discovered, these can be stored in the backlog to be addressed in future iterations.

• Velocity is a metric which is used to track the rate of work completed using the number of story points completed or expected to be completed in an iteration (i.e., sprint), or release. For example, if a team completed 100 story points during a 4-week iteration, the velocity for the team would be 100 story points every 4 weeks.

Another framework, referred to as the Scaled Agile Framework (SAFe), is a governance model for organizations to use to align and collaborate the product delivery for modest to large numbers of Agile software development teams. The framework is intended to be applied to several organizational levels, including the development team level, the program level, and the portfolio level. It is also intended to provide a scalable and flexible governance framework that defines roles, artifacts, and processes for Agile software development across all levels of an organization.24

DHS has sought to establish Agile software development as the preferred method for acquiring and delivering IT capabilities. Specifically, in February 2016, the DHS Under Secretary for Management initiated an Agile software development pilot to improve the execution and oversight of the department’s IT acquisitions. The Under Secretary for Management selected five DHS programs that were in various stages of the acquisition life-cycle, including the TIM program, to be part of the pilot.

As part of this pilot initiative, DHS established integrated product teams designed to support each of the five programs in their efforts to adopt Agile practices. These teams were directed to focus on effectively planning and executing the pilot programs, as well as developing appropriate documentation to support program execution. According to the Under Secretary for Management, the department plans to use lessons learned from the pilots to develop and update policies and procedures for executing the pilot programs and future IT acquisitions. As of May 2017, department officials had not determined a completion date for the pilot.

Additionally, DHS established a headquarters-level Agile team intended to collaborate across the department on improvements to policy, governance, and acquisition guidance. This group is intended to support Agile delivery; codify and publicize process improvement artifacts generated by the program-level integrated product teams; and eliminate redundancies and conflicting guidance so that oversight groups speak with one voice, reducing time through the acquisition process.

DHS Oversight Framework

In addition to the use of Agile software development principles, the TIM program is subject to the department’s oversight framework. Specifically, the program is to adhere to DHS’s acquisition policy, including its systems engineering life-cycle framework, which is intended to support efficient and effective delivery of IT capabilities. The Under Secretary for Management serves as the decision authority for the program, and is responsible for overseeing adherence to DHS’s acquisition policies for the department’s largest acquisition programs (i.e., those with life-cycle cost estimates of $1 billion or more).

The Under Secretary for Management is supported by two offices within the department. The first of these offices—the Office of Program Accountability and Risk Management (PARM)—is responsible for DHS’s overall acquisition governance process. PARM is responsible for, among other things, periodically conducting program health assessments to evaluate acquisition programs, in terms of a program’s management, resources, planning and execution activities, requirements, cost and schedule, and how these factors are impacting a program’s ability to deliver a capability.

The other key supporting office—the DHS Chief Information Officer (CIO)—is responsible for, among other things, setting departmental IT policies, processes, and standards. The CIO is also responsible for
ensuring that acquisitions comply with the department’s IT management processes, technical requirements, and the approved enterprise architecture. Within the Office of the Chief Information Officer (OCIO), the Enterprise Business Management Office is to ensure that the department’s IT investments align with its missions and objectives. As part of its responsibilities, this office periodically assesses investments to gauge how well they are performing through a review of program risk, human capital, cost and schedule, and requirements—referred to as the CIO’s program health assessment.25

According to the CIO, the Chief Technology Officer, which is responsible for leading the development of IT and standards across the department, and for management of the Agile pilot initiative, offers guidance and assistance to programs to help improve their execution. In addition, the Director of the Office of Test and Evaluation is to provide oversight of components’ independent test and evaluation activities.

The DHS Acquisition Review Board is chaired by the Under Secretary for Management and is made up of many executive level members including the CIO, the Executive Director of the Office of PARM, and the Chief Procurement Officer. The board is to meet periodically to oversee programs’ business strategies, resources, management, accountability, and alignment to strategic initiatives. Additionally, the department has established executive steering committees, which generally are comprised of component and DHS executive-level members, such as the component CIO and Chief Financial Officer, as well as the DHS Chief Technology Officer and the Executive Director of the Office of PARM. The committees are to provide governance, oversight, and guidance to programs and their related projects and initiatives to help ensure successful development and operations.

Figure 3 shows the organizational structure of the key DHS organizations with IT acquisition management responsibilities.

25In March 2015, we reported that there were overlapping responsibilities and duplicative efforts between PARM and the OCIO in their oversight of major IT investments. See GAO, Homeland Security Acquisitions: DHS Should Better Define Oversight Roles and Improve Program Reporting to Congress, GAO-15-292 (Washington, D.C.: Mar, 12, 2015). While DHS subsequently issued guidance to clarify these offices’ responsibilities, in May 2017, we found this issue had not been adequately addressed. See GAO, Homeland Security: Progress Made to Implement IT Reform, but Additional Chief Information Officer Involvement Needed, GAO-17-284 (Washington, D.C.: May 18, 2017).
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The TIM program office resides within the Mission Operations component of TSA’s Office of Information Technology. The expected users of the TIM system come from multiple offices under the Office of Intelligence and Analysis, including the Security Threat Assessment Operations office, which is responsible for conducting the security threat assessments, and the Program Management office, which is responsible for managing TSA’s maritime, surface, and aviation credentialing programs. The TIM program’s Executive Steering Committee is chaired by the TSA CIO, who is the head of the Office of Information Technology, and the TSA Deputy Component Acquisition Executive, and meets quarterly. In addition, the TSA Operational Test Agent is to perform operational testing and evaluation of the TIM system’s operational effectiveness, interoperability, cybersecurity, and suitability. As previously mentioned, the DHS Director of the Office of Test and Evaluation is to provide oversight of these test and evaluation activities.
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Figure 4: Key Transportation Security Administration Organizations Involved with the Technology Infrastructure Modernization Program, as of January 2017

Source: GAO analysis of Transportation Security Administration data. I GAO-18-46
The TIM program experienced significant cost, schedule, and performance issues during its initial implementation efforts. Specifically, in May 2014, TSA launched an initial version of a commercial-off-the-shelf (COTS) system for the maritime transportation segment of TIM that was to support the Transportation Worker Identification Credential program. However, as we previously reported, in September 2014, TSA reported to DHS that the program had breached its baseline because it had significant cost, schedule, and performance issues due to, among other things, the addition of newly created credentialing programs that were added to the program’s scope, such as TSA Pre✓® and Chemical Facility Anti-Terrorism Standards.

TIM program officials also reported in the breach remediation plan other issues that led to the breach, including different expectations between TSA officials and the contractor regarding the extent of reuse of system functionality among the different transportation segments. Specifically, TSA expected that it would be able to reuse more of the maritime functionality for the surface and aviation populations, while the contractor expected there to be less reuse.

In January 2015, the Acting Under Secretary for Management directed program officials to suspend all planning and development efforts related to the other two segments of the program—surface and aviation—until the issues with the maritime segment could be resolved. In August 2015, program officials prepared a revised life-cycle cost estimate which increased costs to approximately $1.34 billion (about $713 million more than the original 2011 estimate), and delayed full deployment of the TIM system (to include all three transportation segments) to fiscal year 2022 (7 years later than originally planned).

Also, in September 2015, the Director of the Office of Test and Evaluation issued a letter of assessment which concluded that initial operational

---


27According to DHS policy, if a program fails to meet any schedule, cost, or performance threshold approved in the acquisition program baseline, it is considered to be in breach.

28The Chemical Facility Anti-Terrorism Standards program regulates high-risk chemical facilities to ensure they have security measures in place to reduce risks.
testing of the COTS system for the maritime segment had determined that the system was not operationally effective and not operationally suitable. The Under Secretary for Management directed the DHS CIO to conduct a thorough review of the proposed plans for moving forward with the TIM program.

After conducting the review, the CIO did not support the program’s proposal. As a result, in November 2015, the Under Secretary for Management continued the suspension of all developmental efforts for the surface and aviation transportation segments, but authorized the program to continue resolving problems that were identified during initial operational testing for the COTS system being used by the maritime segment. The Under Secretary for Management also directed the CIO to form and lead an integrated product team with senior TSA representatives and the TIM program office to develop a new strategy for the program.

In March 2016, DHS and TSA officials completed a new strategy for delivering TIM capabilities. This strategy included the following changes:

- replace proprietary COTS applications with custom-developed applications using open source code;
- transition traditional, large development teams using a waterfall system development methodology to an Agile software development framework to enable rapid, incremental development and deployment; and
- migrate from a defined, fixed data center environment to a scalable Federal Risk and Authorization Management Program (FedRAMP) certified cloud computing environment.\(^\text{29}\)

Also, according to the new strategy, the move from the COTS product to an open source solution is to include replacing the COTS product that had already been deployed to the maritime segment with the open source solution. It is also to include replacing the legacy systems that support the credentialing programs from the other two transportation segments (surface and aviation) with the open source solution. TSA plans to

\(^{29}\)Cloud computing is a means for enabling on-demand access to shared and scalable pools of computing resources with the goal of minimizing management effort or service provider interaction. FedRAMP is a government-wide program that provides a standardized approach to security assessment, authorization, and continuous monitoring for cloud products and services.
incrementally transition the program from these legacy systems between fiscal years 2018 and 2021.

Additionally, the system is expected to interface with at least 19 other information systems, including the following key systems:

- TSA’s Transportation Vetting System, which conducts initial and recurrent name-based matching against defined terrorist related data sets.
- The Federal of Bureau of Investigation’s National Crime Information Center, which is an electronic clearinghouse of crime data.
- DHS’s Automated Biometric Identification System, also referred to as IDENT, which is the central DHS-wide system for storage and processing of biometric and associated biographic information for national security, law enforcement, immigration and border management, intelligence, and other background investigative purposes.
- TSA’s Secure Flight, which identifies individuals who may pose a threat to aviation or national security and designates them for enhanced screening or prohibition from boarding an aircraft, as appropriate.
- The U.S. Citizenship and Immigration Service’s Systematic Alien Verification for Entitlements, which is the primary data source for government agencies to verify legal entry and presence in the United States of a non-U.S. citizen or naturalized U.S. citizen.

In April 2016, the Under Secretary for Management approved the TIM program’s new strategy and, in September 2016—almost 2 years after the program was initially suspended—the program was rebaselined to reflect the new strategy. As we previously reported, the estimated cost and schedule in the revised baseline was significantly different than the initial baseline.\(^{30}\) The revised baseline estimate was for about $1.27 billion (a $74 million decrease from the previous 2015 cost estimate and an overall increase of $639 million from the original 2011 estimate), with full deployment planned for 2021 (a 1-year acceleration from the previous 2015 schedule and an overall delay of 6 years from the original 2011 schedule). Table 3 shows the estimated costs and schedules reflected in the initial and revised estimates.

\(^{30}\)GAO-17-346SP.
Table 3: Technology Infrastructure Modernization (TIM) Program’s Cost and Schedule Estimates (in millions)

|------------------------------|--------------------------|-----------------------------|-------------------------|-----------------------------------------------------|
| Life-cycle cost estimate (in millions) | $631 (fiscal years 2009 to 2025)
|                              |                          | $1,344 (fiscal years 2009 to 2032) | $1,270 (fiscal years 2009 to 2031) | $639 increase                                     |
| Schedule for reaching full operational capability | Fourth quarter of fiscal year 2015 | Fourth quarter of fiscal year 2022 | Fourth quarter of fiscal year 2021 | 6-year delay                                      |

Source: GAO analysis of Transportation Security Administration documentation. | GAO-18-46

Note: The baseline included approved objectives (targets that reflect the most likely cost and schedule) and approved thresholds (ceilings which, if exceeded, initiate official replanning actions). In this report, we use objective values of estimated cost and schedule.

The TIM program’s approved baseline estimate in September 2011 was about $370 million for fiscal years 2009 to 2018, but shortly after approval in November 2011, the program revised its cost estimate to reflect changes in DHS guidance which required the program to include additional operations and maintenance years. We use the November 2011 cost estimate in our report.

According to TIM officials, in the program’s first 8 years (between October 2008 and September 2016), TSA spent over $280 million to deploy the initial COTS solution to the maritime segment and address critical fixes in the solution (i.e., the solution that TSA determined it needs to replace). Also during 2016, TSA began transitioning to an Agile software development framework. In September 2016, TSA issued two task orders to a contractor to provide Agile software development services. The orders were issued to the same design and development contractor that had assisted with the initial deployment of the TIM COTS solution.

From October 2016 to June 2017, the program deployed four software releases using Agile software development practices. These releases were focused on, for example, deploying new functionality to the COTS system to enhance the criminal and immigration vetting data provided to adjudicators.

In December 2016, between the first and second Agile releases, the program suspended new development for 1 month while officials reconsidered the order in which they would deliver functionality. Also during this period, the program developed and deployed a smaller release which program officials refer to as a “half release.” According to program officials, this release did not produce any new capabilities and instead
addressed operations and maintenance-related fixes to the deployed COTS system.

After development of the second software release, at the end of March 2017, the program was reviewed by DHS’s Acquisition Review Board. The purpose was to review the results of follow-on operational testing that was performed to determine whether the program had adequately addressed the prior system and usability issues and implementation of the program’s new strategy. The meeting was also intended to discuss the status of several action items from a prior review board meeting that occurred in September 2016, such as finalizing a test and evaluation master plan, conducting a cybersecurity threat assessment, updating the program’s mission needs statement and concept of operations, and establishing software development cost metrics. Implementation of the new strategy continues to be monitored by DHS and TSA oversight bodies.

The New Strategy for the TIM Program Has Addressed Selected Prior Challenges, but Concerns Remain

The new strategy for the TIM program addressed a number of major challenges that the program faced during earlier efforts to develop and deploy the system; nevertheless, key challenges remain. Specifically, of the seven major challenges that the program faced during its initial implementation of a COTS solution for the maritime segment, four challenges have been addressed related to (1) system performance and usability issues, (2) data migration issues, (3) information security testing, and (4) the inadequacy of the program’s previous hosting facility. However, the remaining three challenges regarding constraints with COTS product, significant addition of new transportation programs (e.g., TSA Pre✓®), and insufficient stakeholder coordination and communication have not been fully addressed.
According to DHS guidance, among other things, an operational test and evaluation examines systems for operational effectiveness. Specifically, it tests for the ability of a system to accomplish a mission when used by representative users in the expected environment.31

The 2015 initial operational testing of the maritime segment (supporting the Transportation Worker Identification Credential program) found that the COTS system was extremely unreliable due to frequent critical failures, and had several system performance and usability issues that limited users’ ability to execute tasks in a timely and accurate manner. These issues included lags, freezes, the need for excessive refreshes, inadequate reporting and case management functionalities, as well as an interface that was not user-friendly. For example, the system was unable to produce accurate reports on case workload and status, so users expended significant effort creating spreadsheets to manually assign cases and manage their progress. The system was also unable to perform certain waiver functions in a timely and complete manner, which resulted in a significant backlog.

The program office has addressed the issues identified in the initial operational test report by first identifying a list of over 900 action items. According to TIM officials, they validated this list with the operational test agent and prioritized the action items with the product owners (i.e., end users) to identify which were the most critical to complete. For example, critical items included addressing issues with the waiver functions, assigning cases, and issuing credentials. The program implemented the critical fixes by developing seven software releases from September 2015 to October 2016. In January 2017, the TSA operational test agent reported that follow-on operational testing of the COTS system confirmed that the program had adequately addressed the prior system and usability issues.

---

issues. As a result, according to the test agent, the program’s previously deployed maritime segment of the system performed as intended.  

According to leading practices, IT programs should identify potential problems before they occur. This allows programs to plan and execute activities to mitigate the risk of such problems having adverse impacts on the program.  

When the TIM program transitioned maritime users from the legacy system to the COTS system, according to TSA’s breach remediation plan, program officials found that cleaning and properly migrating data was very difficult and time consuming because the legacy systems were old and the data mapping information was not readily evident. Program officials stated that the data migration efforts were also difficult because of the proprietary nature of the COTS product, which impacted the ability to effectively migrate data from legacy systems. The additional time needed for data migration resulted in higher than anticipated costs for the maritime transportation segment.  

Program officials have taken action to better account for the TIM program’s future data migration efforts. Specifically, as part of the new strategy, the officials plan to defer legacy data migration until after system deployment efforts are complete to avoid disrupting deployment efforts. The strategy focuses on the program migrating only closed case data from the legacy systems to the new system. As such, adjudicators are to continue to complete and close any security threat assessment cases opened in the legacy system even after the new system is deployed, and the new system is to only handle newly opened security threat assessment cases. Once final disposition of the cases in the legacy system is complete, those cases would then be included in the closed case data migration effort, which is planned to occur at the end of development, around fiscal years 2020 to 2021.  

32 Testing found that the system was operationally effective and suitable, but also identified limitations. For example, a key performance parameter related to the reuse of applicant information was not evaluated because it was not testable at the time (the system needs to be deployed to multiple transportation programs). As another example, the testing found that the average time between critical system failures was once every 9 to 10 days, which was much more frequent than the performance requirement of no more than once every 61 days.  

33 CMMI-DEV version 1.3, Risk Management process area.
In addition, the new strategy includes streamlining the data migration by using the open source solutions to help simplify the migration of data on transportation populations from the legacy systems. As a result of the new approach, the program should be better positioned to more effectively migrate data during future transitions between the legacy systems and new system.

According to DHS guidance, the operational test and evaluation also should examine the department’s systems for operational suitability, which is the degree to which a system is deployable and sustainable. The evaluation is to take into account factors such as reliability, maintainability, availability, and interoperability.\(^{34}\)

The 2015 initial operational testing of the COTS system found that it was not suitable because the system had significant information security weaknesses. Specifically, the system inappropriately provided users with greater access than was necessary to do their jobs, which undermined the security benefits of controlling what different users were able to do in the system based on their role. The COTS system also contained critical and high-risk system security vulnerabilities which could result in the compromise of sensitive system information, such as passwords, and could hinder TSA officials’ ability to effectively respond to incidents.

Program officials took actions to address the security weaknesses previously identified. For example, in response to the findings from the initial operational testing, between September 2015 and October 2016, they developed and released fixes to the significant security weaknesses. In April 2017, the results of the follow-on operational testing confirmed that the COTS system was free of critical or high-risk system security vulnerabilities and that it appropriately restricted access to the system by only allowing users to access areas of the system needed to support their specific business tasks.

In addition, critical steps to evaluate the system’s cybersecurity have been planned, but not yet completed. Specifically, testing for realistic cybersecurity threats which is used to help categorize the system’s risk-level in terms of confidentiality, integrity, and availability, was deferred

until March 2018. Program officials decided to defer this test until new hosting environments for TIM are implemented, rather than testing TIM in an environment that will soon be retired. These environments are intended to enable the development, testing, and production of the system. However, implementation of those environments has been delayed until December 2017, and as a result, the cybersecurity vulnerability assessment has been deferred to March 2018. The identification of a time frame in which the program plans to conduct this important cybersecurity test is a step in the right direction, and avoiding additional delays will be important.

According to OMB, a hosting facility or data center is to process or store data and must meet stringent availability requirements. Additionally, cloud computing can be used as a means for enabling on-demand access to shared and scalable pools of computing resources.35

During the initial implementation of TIM, the system was hosted in a cloud that operated out of a DHS data center (referred to as DHS Data Center 1). However, the DHS cloud was higher in operations and maintenance costs than the program originally planned, which presented a challenge for the program.

To address this challenge, in 2016, TIM program officials decided to move the COTS system that was previously deployed (the maritime segment) out of the DHS cloud and set it up in a public cloud environment.36 They also planned to use the public cloud environment to develop, test, and operate the future TIM open-source based system. The officials planned to use a phased migration that consisted of first establishing hosting environments at two data centers—DHS Data Center 1 and TSA Colorado Springs Operations Center. The officials planned to use the data centers for the development, testing, and production of the

---


36According to the National Institute of Standards and Technology, a public cloud is a type of deployment model for providing cloud services that is available to the general public and exists on the service provider’s premises. This is in contrast to, for example, a private cloud, which is set up specifically for one organization and the cloud may exist on or off the customer’s premises.
future TIM open-source based system, and then eventually transition to a public or hybrid cloud once the system reaches full operational capability in fiscal year 2021. As part of this approach, officials planned to establish 10 development, testing, and production environments at these data centers from January to July 2017, so that TIM’s development teams did not have to compete for the same environments during Agile software development and testing efforts.

While the program experienced delays in setting up its production environment, officials recently took actions to address these delays. Specifically, the program was expected to have a new production environment available at the TSA Colorado Springs Operations Center by March 2017; however, it was delayed until May 2017. Additionally, while migration of the TIM system to the new hosting environments was planned to occur by September 2017, it has been delayed. These delays have contributed, in part, to delays in other aspects of the program, including the execution of the cybersecurity vulnerability assessment, as well as delays in the implementation of automated testing and deployment tools (discussed later in this report). In response to these delays, program officials recently established a revised schedule in May 2017 for setting up the new environments by December 2017.

Effectively executing against this updated schedule should help to keep the program on track with delivering these important environments and fully addressing the related challenge that the program experienced during its prior implementation efforts.

According to leading practices and guidance, technology decisions should seek to enable services to scale easily and cost-effectively and to avoid vendor lock-in by, for example, using open source solutions. The benefits of using open source solutions can include improved software reliability and security through the identification and elimination of defects from continuous and broad peer review of publicly available source code that might otherwise go unrecognized by a more limited core development team; unrestricted ability to modify software source code; no reliance on a particular software vendor due to proprietary restrictions; reduced software licensing costs; and the ability to “test drive” the software with

---

37According to TIM program officials in June 2017, DHS officials were considering accelerating the time frame to transition to a public or hybrid cloud; however, a formal decision had not yet been made.
minimal costs and administrative delays in a rapid prototyping and experimentation environment.\textsuperscript{38}

Also, according to leading practices, IT programs should ensure that their plans include how they will transition from the current state to the final state of system operations. Such planning provides a mutual understanding to relevant stakeholders of how programs are to accomplish the transition.\textsuperscript{39}

According to TSA's breach remediation plan, the TIM program's use of a COTS solution led to several challenges. For example, program officials reported that the COTS product restricted their ability to make changes to the product to improve system usability and, as previously discussed, impacted the ability to effectively migrate data from legacy systems because of the proprietary COTS product. Program officials also reported that they were highly dependent on the COTS vendor to remediate compatibility issues and resolve problems, which required additional time. The plan also stated that the COTS product required a complex system architecture which prevented the program from implementing modern software development and testing tools. Finally, use of the COTS product resulted in higher software licensing costs.

The TIM program’s new strategy is intended to address these challenges by moving away from using a COTS product to a custom-developed open source solution. However, the program’s approach for developing and delivering this new solution has been in a continual state of fluctuation and implementation plans have not been defined. As such, this challenge has yet to be fully addressed. Specifically,

- In September 2016—after the 2-year pause in the program and completion of its extensive rebaselining effort—DHS and TSA officials decided that TSA would incrementally retire legacy systems as the transportation programs that use those systems are migrated to the open source solution; they also decided to eventually replace the


COTS system that was previously deployed to support the maritime Transportation Worker Identification Credential program and migrate to the open source solution. This was to be completed using a staged approach between the migrations, and also by using two versions of the COTS system as well as the open source system. However, the program lacked a plan detailing how it was going to migrate from the current legacy state, to the interim environment (with the two versions of COTS plus an open source system), to the final state.

- As previously mentioned, in December 2016, new development for the TIM system was paused once again to, among other things, further evaluate the transitioning approach that was agreed to 3 months prior. Four months later (in mid-March 2017), program officials decided to continue pursuing the approach that was agreed to in September. Subsequently, the high-level implementation schedule was revised to adjust for delays that this most recent replanning effort contributed to (other contributing factors for the delay are discussed later in this report). The revised schedule delayed deployment of the initial Pre✓® capabilities by 6 months and other key functionality up to 12 months.

- Further adding to the fluctuation in the program, at the end of March 2017, the DHS Acquisition Review Board requested that the program’s implementation approach be revised to accelerate the delivery of the TIM program’s front-end interface for adjudication and redress functions. However, it is unclear how the acceleration of the development and implementation of these functions will impact the delivery of the other planned functionality, and what tradeoffs the program will need to make. Program officials were expected to develop an overview of the acceleration efforts associated with cost, schedule, risk, and impacts on the program and deliver it to PARM and the Office of the Chief Technology Officer in August 2017.

As a result, while it has been 8 months since the TIM program was rebaselined, the details of how the program will transition from its current state, to an interim state, then to the final state of full open source, have yet to be determined. This is contrary to leading practices that we have previously identified, which state that when pursuing an IT modernization...

---

40Adjudication is the process by which an applicant’s information and the criteria for eligibility to obtain a credential is reviewed to determine whether the application should be approved or denied. Redress is the process by which an applicant that is denied a credential is to be able to apply to TSA to either appeal the decision, where the applicant is to be able to provide documentation to prove that he/she is eligible, or request a waiver from having to meet the eligibility criteria.
In response to our concerns, program officials stated that after they determine how they will adjust to incorporate the Acquisition Review Board’s recent acceleration request, they will determine the details of how the program will achieve the desired final state. However, until the program establishes and implements specific time frames for determining key implementation details, including how it will transition the program from its current state to an interim state and to the final state, the TIM program office, and TSA and DHS oversight bodies cannot be certain about how the program will ultimately deliver its complete open source solution.

New Transportation Programs Have Been Incorporated in TIM’s Rebaselined Schedule, but the Program Is Experiencing Significant Delays

According to leading practices, programs should manage changes to requirements as they evolve during the project. Programs should also ensure that planned schedules provide a realistic forecast for completion of activities, including providing reasonable slack (i.e., flexibility in the schedule).

After the TIM program was initiated in 2008, it experienced significant increases in scope, such as the addition of TSA Pre✓® and Chemical Facility Anti-Terrorism Standards populations in 2012, which required more functionality and considerably more processing demands than originally planned. The TIM program was challenged to accommodate the additional work needed to incorporate these new transportation populations and capabilities, and, in part, contributed to a significant breach in its original cost and schedule estimates.

To address the challenge, the TIM program incorporated the additional functionality and processing requirements into its cost and schedule rebaseline that was approved in September 2016. In addition, the program’s new strategy addressed the need to be adaptable to accommodate any new transportation populations and capabilities that could be added in the future by taking an enterprise-level approach to providing capabilities.

41GAO-10-846G.

Nevertheless, while the TIM program incorporated TSA Pre✓® into its new plans, the implementation schedule for the program was very compressed and program officials did not establish a schedule that realistically forecasted when activities would be completed. Specifically, program officials planned to deploy initial TSA Pre✓® capabilities by May 2017 without any slack in the schedule. According to program officials, the reason for this approach, was because TSA Pre✓® was considered a high priority for migrating from its legacy system in order to accommodate an expected influx of applicants during the summer months. However, slack was not incorporated in the implementation schedule; therefore, when the program experienced schedule delays, it resulted in the program missing the May 2017 implementation deadline and being rescheduled to November 2017.

The 6-month delay in delivering initial Pre✓® capabilities was due to the delays discussed in the prior section associated with replanning the strategy for transitioning to the open source system, as well as delays in onboarding additional development team members and setting up new development and production environments. The delay in delivering Pre✓® capabilities is especially problematic because program officials have reported that the legacy system is at risk of exceeding its processing capacity.

Additionally, as previously mentioned, the program’s revised schedule shows the delivery dates for almost all (8 of 10) capabilities being significantly pushed back—with 2 capabilities being delayed up to 12 months. Moreover, not only were the implementation dates delayed for these efforts, the time to complete a number of these efforts was reduced by about 1 to 12 months—thus further exacerbating our concerns about unrealistic schedules. Without a schedule that realistically forecasts when activities will be completed, TIM program officials cannot ensure that they will meet the dates that they have committed to, such as when key capabilities for TSA Pre✓® are to be deployed.
Efforts to Improve Stakeholder Coordination and Communication for the TIM Program Have Begun, but Key Actions Have Not Been Implemented

According to leading practices, programs should coordinate and collaborate with relevant stakeholders (i.e., those that are affected by or in some way accountable for the outcome of the program, such as program or work group members, suppliers, and end users). Stakeholder coordination includes, for example, involving stakeholders in reviewing and committing to program plans, agreeing on revisions to the plans, and identifying risks. Programs should also identify the needs and expectations of stakeholders and translate them into end user requirements.43

However, during prior implementation efforts with the COTS solution, the program experienced challenges with effectively coordinating and communicating with end-users. For example, according to program documentation, it had not adequately collaborated with end users in developing and implementing business requirements and conducting post-deployment user satisfaction assessments. This led to frustration among end users who felt inadequately informed and prepared for the new COTS system.

To address this challenge, the TIM program’s new strategy includes establishing a product owner role, which, as previously mentioned, is intended to represent the end user community and have the authority to set business priorities, make decisions, and accept completed work. The program’s adoption of the Agile software development approach has also significantly increased the frequency of the program’s engagement with stakeholders to define, test, and implement software releases.

In addition, program officials established an organizational change management strategy in October 2016 that is intended to, among other things, focus broadly on establishing overall communication processes for program stakeholders. This strategy identifies key steps such as, establishing a communication team and hiring a communication lead to oversee the development and execution of the communication action plans, establishing a communication working group, and serving as chair of the communication working group. This group is to be responsible for developing four communication action plans for key stakeholder groups (e.g., new transportation populations, existing transportation populations, 43CMMI-DEV version 1.3, Project Planning and Project Monitoring and Control process areas.
and management). These particular steps were to be completed from November 2016 through January 2017.

However, while as of May 2017, the TIM program had implemented certain steps from the organizational change management strategy, such as establishing a communication team, the program has been delayed in implementing other steps. Specifically, the communication lead position was to be filled in November 2016. However, in March 2017 TIM program officials stated that the position had not yet been filled due to the federal hiring freeze. Additionally, because of the vacancy in the communication lead position, other key actions have been delayed, such as the development and execution of the communication action plans.

Program officials have not established new time frames for completing the remaining steps outlined in the organizational change management strategy. Until these time frames are established and effectively executed, program officials will have less assurance that there will be effective communication with stakeholders and customers to ensure that the program is meeting their needs.

As discussed previously, transitioning a program from waterfall development to Agile software development is a significant effort, and requires the implementation of fundamental practices to ensure that the transition is successful. According to leading guidance, an organization transitioning to Agile software development should establish critical practices to help ensure successful adoption of the Agile approach, such as

- obtaining full support from leadership to adopt Agile processes,
- enhancing Agile knowledge,
- ensuring product owners are engaged with the development teams and have clearly defined roles,

The TIM Program Has Not Fully Implemented Leading Practices for Transitioning to Agile Software Development

establishing a clear product vision,

prioritizing backlogs of requirements, and

implementing automated tools to enable rapid system development and deployment.

While the TIM program has fully implemented the first two of these leading practices necessary to ensure the successful adoption of Agile, the remaining four practices have not been fully implemented. The gaps we have identified with the program’s implementation of Agile are concerning given that it did not follow key IT acquisition best practices when using its waterfall development approach during the program’s first 8 years and spent over $280 million on a system that TSA has determined it needs to replace.

According to leading practices and guidance, an organization transitioning to Agile software development should get and maintain full support from the organization’s leadership to adopt Agile processes. Leadership support helps empower employees to continuously improve the use of Agile software development practices.45

DHS and TSA leadership have approved the TIM program’s adoption of Agile software development, and continue to support the transition. For example, the DHS OCIO worked closely with TSA officials in 2015 and 2016 to develop the new strategy for the program which included moving away from a waterfall development approach to Agile software development. As previously mentioned, the Under Secretary for Management selected the TIM program to be part of the DHS Agile pilot initiative in February 2016 and approved the program’s new strategy in April 2016.

Moreover, the DHS Office of the Chief Technology Officer has continued to provide guidance and resources to the program since it adopted Agile. For example, TIM program officials stated that the DHS Chief Technology Officer added two of the office’s full-time and one part-time staff members to the TIM program. DHS and TSA officials stated that the Chief Technology Officer also provided an Agile coach to assist the TIM

Program Manager about 3 days per week with establishing an Agile governance framework. Finally, DHS established an Agile Integrated Product Team that is co-chaired by PARM and the TIM Program Manager. The team meets bi-weekly to provide guidance on adopting Agile processes. As a result of the sustained leadership commitment, the program is better positioned to continuously improve its Agile practices.

According to leading practices and guidance, an organization transitioning to Agile software development should ensure that the entire program team receives Agile training. This allows organizations to achieve a faster shift away from the previous culture and processes and toward a more agile culture.46

Toward this end, the TIM program requires its Agile contractor to ensure that development teams are trained and skilled in Agile methods, as well as in the specific Agile frameworks the program has adopted, which include the Scrum and SAFe frameworks.47 Additionally, the program provided initial Agile training for key program staff when it began transitioning to Agile software development. Specifically, the program provided a mandatory 2-day Agile workshop in October and December 2016 which covered basic Agile principles and the Scrum and SAFe frameworks. This training was provided to many key staff members, including contractor support staff, a contracting officer representative, and product owners.48

Further, in December 2016, the program began providing training on the SAFe framework to its government employees. This training was tailored based on different roles, such as Agile practitioner, program manager or

---


47The SAFe framework is a governance model for organizations to use to align and collaborate the product delivery for modest to large numbers of Agile development teams. The framework is intended to be applied to several organizational levels, including the development team level, the program level, and the portfolio level. It is also intended to provide a scalable and flexible governance framework that defines roles, artifacts, and processes for Agile development across all levels of the organization.

48The TIM program uses government officials to serve as product owners representing the TSA Adjudication Center and Program Management Division.
product owner, and scrum master. The training courses were provided to key staff members, including TIM program leadership, team leads, branch managers, and scrum masters. As a result of providing Agile training, the program's staff should be able to more effectively adopt and apply Agile software development processes.

According to leading practices and guidance, an organization transitioning to Agile software development should designate a product owner who represents the user community and establishes priorities based on business needs, approves user stories and their acceptance criteria, and decides whether completed work meets the acceptance criteria and can be considered done. The product owner should also maintain close collaboration with the development teams by, among other things, providing daily support to help clarify requirements and attending key Agile meetings, such as sprint- and release-level planning sessions and system demonstrations. Additionally, roles and responsibilities among relevant stakeholders, such as the product owner, should be clearly defined and documented by the organization that is transitioning to Agile software development, so that the stakeholders are aware of their responsibilities and given the authority to perform their roles.

The TIM program has two different groups of individuals that collectively share the responsibilities of product owner, and while these groups frequently engage with the development teams, program officials have not yet clearly defined the groups' roles and responsibilities. Specifically, according to program officials, the first group consists of five product owners that represent end users and are collectively responsible for supporting all development teams, attending all Agile meetings, and prioritizing and approving planned and completed work. In addition, according to program officials, these five individuals are also responsible for approving user stories associated with new system functionality.

The other group is referred to as the solutions team, which includes, for example, the TIM Chief Architect and Chief Engineer. According to

---

TIM Program Product Owners Frequently Engage with Development Teams, but Roles and Responsibilities Are Not Clearly Defined

According to leading practices and guidance, an organization transitioning to Agile software development should designate a product owner who represents the user community and establishes priorities based on business needs, approves user stories and their acceptance criteria, and decides whether completed work meets the acceptance criteria and can be considered done. The product owner should also maintain close collaboration with the development teams by, among other things, providing daily support to help clarify requirements and attending key Agile meetings, such as sprint- and release-level planning sessions and system demonstrations. Additionally, roles and responsibilities among relevant stakeholders, such as the product owner, should be clearly defined and documented by the organization that is transitioning to Agile software development, so that the stakeholders are aware of their responsibilities and given the authority to perform their roles.

The TIM program has two different groups of individuals that collectively share the responsibilities of product owner, and while these groups frequently engage with the development teams, program officials have not yet clearly defined the groups' roles and responsibilities. Specifically, according to program officials, the first group consists of five product owners that represent end users and are collectively responsible for supporting all development teams, attending all Agile meetings, and prioritizing and approving planned and completed work. In addition, according to program officials, these five individuals are also responsible for approving user stories associated with new system functionality.

The other group is referred to as the solutions team, which includes, for example, the TIM Chief Architect and Chief Engineer. According to

---

49Software Engineering Institute, The Readiness & Fit Analysis: Is Your Organization Ready for Agile? (April 2014); OMB, TechFAR Handbook for Procuring Digital Services Using Agile Processes (draft version pulled Oct. 17, 2016); DHS, Agile Development and Delivery for Information Technology Instruction Manual, 102-01-004-01 (July 2016); TSA Agile Scrum Methodology, version 0.7 (May 2016); and CMMI-DEV version 1.3, Assign Responsibility and Identify and Involve Relevant Stakeholders generic practice areas.
program officials, the technical work (which is to help enable the system functionality, such as ensuring network connectivity and proper software licenses) is approved by the solutions team.

Nevertheless, while program officials told us about these high-level roles and responsibilities, the program’s documentation does not clearly define them among the five product owners and the solutions team. Moreover, program officials have not defined the rules of engagement for these product owners, such as how competing priorities among different product owners should be handled.

According to program officials, the lack of clearly defined roles and responsibilities has not been a problem for the program because the product owners and the solutions team regularly communicate and coordinate with each other, and thus far, have been in agreement on the priorities for the program. However, the program recently scaled up the amount of work being conducted simultaneously, which adds to the volume of the decisions that need to be made and the coordination that has to occur among the five product owners and solutions team. Thus, even if the program has not yet experienced issues with coordination, without more clarity in the roles and responsibilities among the groups that are responsible for prioritizing and accepting work, the program risks facing challenges in establishing priorities, approving user stories, and deciding whether completed work meets the acceptance criteria.

According to leading practices and guidance, a program transitioning to Agile software development should have a clearly defined vision. This can be in the form of a product roadmap, to guide the development of the product and to help inform the planning and requirements development of Agile software development releases.50

Consistent with leading practices, TSA established a vision for the TIM program. This vision is articulated in multiple documents—including the Mission Needs Statement, Concept of Operations, and Operational Requirements Document. Officials also use a strategic roadmap to

---

articulate the program’s vision, which specifies the high-level system capabilities that are to be deployed over the life-cycle of the program through 2021.

However, the program’s vision has not always informed the planning of requirements for the software releases, as intended by leading practices. Specifically, the capabilities outlined in the program vision documents, such as the strategic roadmap, do not consistently map to program requirements. While 5 of the 10 capabilities in the strategic roadmap align to the high-level and large scope requirements, referred to as epics, the other half of the capabilities do not clearly align to the epics. For example, the adjudication and redress capabilities that are in the strategic roadmap do not align to any epic. In addition, the capability for public-facing portals does not clearly track to any epic.

TIM officials recognized the alignment issues, and in August 2017, stated that they are in the process of establishing alignment from the program’s vision down to the lowest level of requirements, by refining the program’s vision and requirements. Officials also stated that they expected this effort to be completed by 2018. Effective execution of this effort should help ensure the program’s vision is informing requirements planning.

Requirements for the TIM System Have Not Been Fully Prioritized

According to leading practices and guidance, a program transitioning to Agile software development should have a prioritized list of the requirements that are to be delivered—referred to as the backlog. This backlog should be maintained so that the program can ensure it is always working on the highest priority requirements that will deliver the most value to the users. In addition, according to TIM Agile management documentation and program officials, the program’s backlog of features

51The TIM program’s first three releases had three levels of requirements which were intended to be defined in more detail and broken down into smaller requirements at each lower level. Requirements at the highest and largest level were referred to as epics, which were to have a large scope and were expected to generally take multiple releases to implement.

(i.e., mid-sized requirements) is expected to represent the features that are to be delivered over the next several software releases. These features are to be assigned priority levels to help determine which should be selected for development when planning the next release.

According to TIM Agile management documentation, the TIM program is expected to manage a backlog for each software release, which is to identify the features and their derived user stories (i.e., the smallest and most detailed requirements) that are to be delivered in a specific release. The documentation also indicates that each feature and user story is to be assigned priority levels to determine which should be included in the development of the next release and associated sprint. Figure 5 illustrates the intended prioritization in the features, releases, and user stories backlogs.

---

53The TIM program’s first three releases had three levels of requirements which were intended to be defined in more detail and broken down into smaller requirements at each lower level. Requirements at the highest and largest level were referred to as epics, which were to have a large scope and were expected to generally take multiple releases to implement. Requirements at the next level down were referred to as features, and were intended to be smaller in scope and assigned to a specific release. Requirements at the lowest and smallest level were referred to as user stories which were intended to describe the smallest and most discrete unit of work that must be done to create and deliver a feature for a product.

54A sprint is a set period of time, for example, 2 weeks, during which the development team is expected to complete tasks related to the development of an increment of software. An increment is a piece of working software that adds to previously created increments. A collective set of increments comprise a software release.

55This represents the process the TIM program used to develop and deploy its first three Agile releases. The program has ongoing efforts to identify and apply lessons learned to further evolve its Agile development processes.
However, as of July 2017, the program’s backlogs did not contain specific prioritization levels for each of the features and user stories, as called for in DHS guidance. According to program officials, instead of assigning specific prioritization levels, they had more generally identified which features should be developed within the near-term (e.g., in the next several Agile releases). Program officials recognized that they still needed to prioritize their backlogs by assigning priority levels to all features and user stories, but they did not have a time frame for completing this effort.
Without ensuring full prioritization of current and future features and user stories, the program is at risk of delivering functionality that is not aligned with the highest needs of those that are responsible for conducting security threat assessments to protect the nation’s critical transportation infrastructure.

**The TIM Program Has Been Delayed in Implementing Many of the Planned Automated System Development and Deployment Tools**

According to leading practices and guidance, automating system development and deployment work and avoiding manual work is especially important for Agile programs, as it enhances the ability for rapid development and delivery of high quality software. Specifically, a program transitioning to Agile software development should use an automated tool for managing Agile activities, such as maintaining the product backlog and tracking the status of completed work. The program should also establish automated testing and deployment capabilities to improve the quality of the system. For example, according a DHS’s Agile development instruction manual, the vast majority of software defects are discovered during system integration testing, and—if automated—this testing can be run multiple times on a sprint or release in order to identify more defects sooner. In addition, automated tools can enable more efficient processes for frequently integrating computer code that is developed by different team members (e.g., hourly or daily), in order to quickly detect any code integration errors. Automation of testing can also help decrease the risk of introducing security flaws due to human error.56

However, program officials deferred implementation of an automated Agile program management tool and many other testing and deployment tools. Specifically, while the program had been using Agile software development practices since October 2016, the program has not used an automated management tool for tracking the status of completed work for its first three Agile software releases. Instead the program has used spreadsheets that require TIM program officials to manually populate and track large amounts of program status information.

Program officials had planned to implement an automated management tool by October 2016, but did not do so until the end of April 2017. According to the officials, the delay occurred because they were in the process of tailoring the SAFe governance framework and the management tool needed to be customized to reflect the tailored approach.

Regarding tools for testing and deployment, as of May 2017, the program was only using 4 of the 16 automated tools that program officials planned to use. These included tools that enable the management of software code development, defect tracking, and components of automated functional testing. However, the remaining 12 testing and deployment tools had not yet been implemented. These include, among others, tools that enable the automated building of software code, frequent merging of an individual piece of software code with the main code repository so that new changes are tested continuously (referred to as continuous integration), small automated tests to verify that each individual unit of code written by the developer works as intended, and installation of application patches to protect against known vulnerabilities. TIM program officials stated that these testing and deployment tools are not expected to be implemented until the new development, testing, and production environments are set up. However, as previously mentioned, the program has experienced challenges in implementing these environments.

As a result, the program’s use of manual processes have been time consuming, impeded visibility into the process, and hindered software testing. In addition, without automated tools, program performance metrics were being manually calculated and this increases the risk for incomplete and inaccurate data. While the automated Agile management tool has just been implemented, until the remainder of the automated Agile testing and deployment tools are implemented, the program is likely to continue to operate at reduced efficiency levels, and be limited in its ability to ensure product quality.
According to leading practices,\textsuperscript{57} to ensure effective program oversight of cost, schedule, and performance, organizations should:

- ensure that corrective actions are identified and tracked until the desired outcomes are achieved,
- document relevant governance and oversight policies and procedures,
- monitor program performance and progress, and
- rely on complete and accurate data to review performance against expectations.

While TSA fully implemented the first practice, the remaining three practices were not fully implemented by DHS and TSA. As a result, the effectiveness with which the governance bodies oversee and monitor the program has been limited.

According to leading practices,\textsuperscript{58} effective program oversight includes ensuring that corrective actions are identified and tracked until the desired outcomes are achieved. In this regard, governance bodies should collect and analyze data on program risks and issues and determine corrective actions to address them and track them to completion.

TSA has established a process for ensuring that corrective actions are identified and tracked. Specifically, the program has a process for identifying corrective actions and monitoring the status of these actions in its weekly program status reviews. The program also uses an automated tool to track and maintain a complete list of all actions that have been identified. As of February 2017, the list contained 89 actions and included the status of the actions—83 of which had been tracked to completion. As a result of the program having a process that can identify and track

\textsuperscript{57}CMMI-DEV version 1.3; GAO-12-681; GAO-04-394G; Software Engineering Institute, \textit{Agile Metrics: Progress Monitoring of Agile Contractors}, CMU/SEI-2013-TN-029 (January 2014); DHS, \textit{Agile Development and Delivery for Information Technology Instruction Manual}, 102-01-004-01 (July 2016); and TSA \textit{Agile Scrum Methodology}, version 0.7 (May 2016).

\textsuperscript{58}CMMI-DEV version 1.3, Project Monitoring and Control process area; and GAO-04-394G.
corrective actions, it is better positioned to address significant deviations in cost, schedule, and performance parameters.

TSA and DHS Have Documented Selected Oversight and Governance Processes for the TIM Program, but Other Key Processes Are Underdeveloped

According to leading practices, effective program oversight includes the use of documented policies and procedures for program governance and oversight, such as reporting and control processes. These processes may include, among others, requiring programs to report on the status and progress of activities; expected or incurred program resource requirements; known risks, risk response plans, and escalation criteria; and benefits realized. Oversight and governance documentation may also include threshold criteria to use when analyzing performance, and the conditions under which a program or project would be terminated.59

TSA and DHS have documented selected policies and procedures for governance and oversight of the TIM program. Specifically, DHS documented procedures for its Acquisition Review Board and its Executive Steering Committee for the TIM program on how these governance bodies are to review the cost, schedule, and performance of the program. For example, according to the Committee’s charter, it is responsible for assessing the health of the program and identifying major issues and risks, utilizing a standard reporting format at oversight meetings.

TSA has also documented processes for the program’s Agile milestone reviews, such as conducting workshops at the end of the release cycle to perform a system demonstration, review qualitative metrics, and promote continuous quality improvement. TSA also developed a risk management plan tailored for the Agile approach to guide TIM staff members in identifying, managing, and mitigating risks and issues impacting cost, schedule, and performance of the program. The agency also developed a test and evaluation master plan that outlines how it and DHS will conduct and oversee testing and evaluation of the program’s capabilities under the new Agile software development approach.

However, TSA and DHS have not developed or finalized other key oversight and governance documents. Specifically, three oversight and governance policies have not been finalized and/or appropriately

---

59CMMI-DEV version 1.3, Project Monitoring and Control process area and Establish a Defined Process generic practice area; and GAO-04-394G.
updated: the TIM program’s tailoring plan for SAFe, a DHS-level oversight policy for Agile programs, and DHS Office of the Chief Technology Officer’s guidance for Agile programs to use for collecting and reporting on performance metrics.

- The TIM program has not updated its Systems Engineering Life Cycle Tailoring Plan (which outlines the Agile governance process and all milestone reviews that are required for planning and deploying Agile releases), to reflect changes in the way officials have reported using the SAFe governance framework. As a result, there are inconsistencies in the governance documentation. For example, the Systems Engineering Life Cycle Tailoring Plan describes four levels of governance—portfolio, value stream, program, and team—while program officials have reported omitting the value stream level from the governance framework. According to TSA officials in May 2017, they planned to update the Systems Engineering Life Cycle Tailoring Plan to reflect the revised governance framework, but they did not have a specific time frame for completing the revision. Until the TIM program fully updates its Systems Engineering Life Cycle Tailoring Plan to reflect the revised governance framework, the program lacks a clearly documented and repeatable governance process to effectively oversee the program.

- DHS officials stated that they plan to conduct biannual oversight reviews of the five Agile pilot programs (including TIM), instead of the annual reviews that are typically conducted for traditional waterfall development programs. According to the officials, the purpose of moving to biannual reviews is to better ensure cost, schedule, and performance remain on track for these Agile programs. However, officials in the Office of the Chief Technology Officer stated that DHS-level Agile governance and oversight policies and procedures have not been revised to reflect this new oversight approach because consensus among DHS leadership on related changes needs to be established before this new oversight approach can be documented in the department’s guidance. As of May 2017, officials had not specified a time frame for reaching such consensus. Until DHS leadership reaches consensus on needed oversight and governance changes, and then documents and implements associated changes, the program continues to plan as though it is undergoing annual oversight reviews, versus biannual reviews.

- As of early May 2017, officials in the Office of the Chief Technology Officer were also in the process of drafting guidance for Agile programs to use for collecting and reporting on performance metrics, but did not know when this guidance will be finalized. According to
TSA officials, in the absence of complete Agile guidance, the TIM program receives support from DHS’s Agile team supporting the pilot initiative, which, as specified in the team’s charter, is intended to help the program (as well as the other four pilot programs) facilitate Agile software development. However, this team is not intended to perform oversight functions to ensure that the program is meeting cost, schedule, and performance targets. Thus, until the Office of the Chief Technology Officer completes guidance for Agile programs to use for collecting and reporting on performance metrics, TIM program officials may not report the most informative Agile performance metrics to oversight entities.

According to leading practices, effective program oversight includes monitoring program performance and progress by comparing actual cost, schedule, and performance data with estimates in the plan and identifying significant deviations from established targets or thresholds for acceptable performance levels. Program reviews are to be conducted at predetermined checkpoints or milestones in order to determine progress by measuring programs against cost, schedule, and performance metrics. In addition, Agile programs should be measured on, among other things, velocity (i.e., number of story points completed per sprint or release), development progression (e.g., the number of features and user stories planned and accepted), product quality (e.g., number of defects and unit test coverage), and user satisfaction.61

The TIM program management office conducts frequent and regular performance reviews and focuses on several important Agile release-level metrics. Specifically, program management officials monitor TIM’s performance and progress during weekly program status review meetings and in periodic Agile reviews that are conducted at the end of each release. These reviews also include officials from the development teams and program stakeholders. The reviews focus on, among other things, velocity, progress, and product quality. They also include the status of key activities and risks impacting cost, schedule, and performance.

---

60Unit test coverage is defined as the number of lines of code covered by unit tests divided by the total number of lines of code.

61CMMI-DEV version 1.3, Project Monitoring and Control process area; GAO-04-394G; GAO-12-681; Software Engineering Institute, Agile Metrics: Progress Monitoring of Agile Contractors, CMU/SEI-2013-TN-029 (January 2014); DHS, Agile Development and Delivery for Information Technology Instruction Manual, 102-01-004-01 (July 2016); and TSA Agile Scrum Methodology, version 0.7 (May 2016).
Nevertheless, while the program management office uses performance metrics, the program has not established thresholds or targets for acceptable performance levels for these metrics. For example, program status reports showed that about 47 percent of the work that was planned to be completed in the first Agile release was accepted by the product owners. While the program appears to have been improving in this metric—74 percent was accepted in the second Agile release and 94 percent in the third Agile release—program officials have not established the thresholds or targets to determine the acceptable level of performance.

Program officials stated that they considered the performance in the first Agile release to be low, but they have not yet established targets or thresholds. According to program officials, they planned to establish targets based on the capacity of work that development teams are expected to complete in a release, which can be better predicted as the teams spend more time together. However, the program has since developed three releases and continues to lack performance thresholds and targets. Until program officials establish performance thresholds or targets, oversight bodies may lack important information to ensure the program is meeting acceptable performance levels.

In addition, the program management office’s performance reviews have included limited information on program cost. According to TIM officials, the program manager holds weekly meetings with the contract, finance, and budget groups to review costs associated with TIM’s contracts. However, management does not review or produce reports on overall life-cycle cost performance for the program or Agile software development cost performance. Program officials said they have not yet determined how best to measure cost performance in an Agile software development environment. In September 2016, the Under Secretary for Management instructed the program to collaborate with DHS’s Cost Analysis Division and the headquarters-level Agile integrated product team to establish agreed-upon software development cost metrics as well as a method for collecting and reporting on those metrics by the end of the March 2017. However, as of May 2017, this effort was still in progress. Until the TIM program begins collecting and reporting on Agile-related cost, oversight bodies will have limited information by which to monitor TIM costs.

Department-level oversight bodies have focused on reviewing certain program life-cycle metrics for the TIM program. Specifically, the DHS Acquisition Review Board conducts periodic reviews of the program to monitor the program’s performance and hold the program accountable.
Since the program was rebaselined in September 2016 and transitioned to Agile software development, the Acquisition Review Board has conducted one review. In addition, the Executive Steering Committee, which is chaired by the TSA CIO and Deputy Component Acquisition Executive, and includes representatives from the DHS Chief Technology Officer and PARM, reviews the program quarterly. As of July 2017, the Executive Steering Committee had conducted three reviews of the TIM program since implementing its new development approach. These oversight bodies reviewed, for example, performance information such as comparisons of the dates that milestones were actually achieved, against the planned schedule, and the burnup charts for the program (i.e., graphical representations of accumulated story points planned and completed per release).

However, the Acquisition Review Board and the Executive Steering Committee have not been measuring the program against the rebaselined life-cycle costs, or important Agile release-level metrics, which are essential for providing early indicators of issues with the program. For example, these oversight bodies did not review the program’s velocity, number of features/user stories planned and accepted, product quality, or Agile software development cost metrics.

In addition, while we have previously reported that there was overlap in the DHS OCIO’s and the PARM office’s assessments of certain IT programs, neither of these offices assessed the TIM program’s progress against key Agile performance metrics or cost performance. Specifically, the DHS OCIO and the PARM office conducted periodic (monthly or quarterly health assessments) of the program that included, among other things, schedule and system performance indicators for the entire life-cycle of the program (similar to what is used to review traditional waterfall programs). While these metrics are useful for understanding the program’s progress against the full schedule (60 months to full operational capability, or 30 Agile releases), they do not offer insight into the progress of individual Agile releases, which are deploying high-priority capabilities for the TIM program every 2 months. For example, as of April 2017, these two oversight bodies did not include Agile performance

62In March 2015, we reported that there were overlapping responsibilities and duplicative efforts between PARM and the OCIO in their oversight of major IT investments (see GAO-15-292). While DHS subsequently issued guidance to clarify these offices’ roles and responsibilities, in May 2017 we found this issue had not been adequately addressed (see GAO-17-284).
metrics which would have offered important insights into the progress of individual releases, such as velocity, progress metrics, quality metrics, post-deployment user satisfaction, or Agile software development costs. Thus, until DHS-level oversight bodies review key Agile performance and cost metrics and use them to inform management oversight decisions, the oversight bodies will be limited in their ability to obtain early indicators of any issues with the program, and to call for course correction, if needed.

Recently, the TIM program also began measuring user satisfaction. Specifically, in April 2017, the DHS Acting Under Secretary for Management directed TSA’s Operational Test Agent to implement a continuous evaluation dashboard based on the results from the program’s third Agile release by the end of June 2017. This dashboard was to measure, among other things, post-deployment user satisfaction. TSA subsequently implemented the continuous evaluation dashboard in June 2017.

Table 4 summarizes the extent to which performance metrics are reviewed by various oversight bodies.

---

63 TSA implemented the program’s continuous evaluation dashboard in June 2017. Given the timing of our audit, we did not obtain documentation demonstrating that oversight entities reviewed the post-deployment user satisfaction results from the dashboard.

64 Given the timing of our audit, we did not obtain documentation demonstrating that oversight entities reviewed the post-deployment user satisfaction results from the dashboard.
Table 4: Review of Key Transportation Security Administration (TSA) Technology Infrastructure Modernization (TIM) Program Performance Metrics by Oversight Bodies

<table>
<thead>
<tr>
<th>Key performance metric</th>
<th>TSA</th>
<th>Department of Homeland Security</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TIM program management</td>
<td>Acquisition Review Board</td>
</tr>
<tr>
<td>Agile release level metrics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>Progress (burn-up/burn-down)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Development progression</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality (defect data)</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>Post-deployment user satisfaction</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>Agile software development costs</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Program life-cycle metrics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total life-cycle cost performance</td>
<td>— b</td>
<td>—</td>
</tr>
<tr>
<td>Schedule performance</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>System performance (key performance parameters)c</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Legend: ✓ = performance metric is reviewed; — = performance metric not reviewed.


---

*TSA implemented the program’s continuous evaluation dashboard in June 2017. Given the timing of our audit, we did not obtain documentation demonstrating that these oversight entities reviewed the post-deployment user satisfaction results from the dashboard.

bThe program’s rebaselined planned and actual cost data have not yet been fully entered into DHS’s system for collecting planned and actual cost, schedule, and performance information from the major acquisition programs. As a result, according to program officials, cost variance cannot be accurately calculated. Program officials stated that the data will be updated by late summer 2017.

cKey performance parameters represent the most essential requirements that a system must meet by the time it reaches full operational capability. The TIM program has four key performance parameters, including, for example, providing responses to security threat assessment applications within 72 hours and being available to support mission operations for 97 to 99 percent of the time.
According to leading practices, effective program oversight includes relying on complete and accurate data to review program performance against stated expectations. Complete and accurate data allow oversight bodies to have transparency into the performance of programs and helps them identify when course correction is needed.65

However, TIM’s reported performance data were not always complete and accurate. Specifically, when reporting on the velocity (i.e., total number of story points completed per sprint and/or release across the development teams) of TIM’s first release after it was deployed, program officials inconsistently reported velocity among the program’s performance reports, thus calling into question the accuracy and completeness of the information. Since the data were being reported on a completed release, the velocity should have been reported as one consistent number that did not change. According to program officials, the reason for inconsistent reporting was that, despite best practices, the program’s methodology for measuring velocity was not consistent and was calculated differently each time. For example, table 5 shows three different numbers that were to represent the collective velocity across the development teams, and that officials reported to program management after the deployment of the first software release.

<table>
<thead>
<tr>
<th>Date reported</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early December 2016</td>
<td>37.0</td>
</tr>
<tr>
<td>Late December 2016</td>
<td>50.3</td>
</tr>
<tr>
<td>Late January 2017</td>
<td>42.5</td>
</tr>
</tbody>
</table>

Source: GAO analysis of Transportation Security Administration documentation. | GAO-18-46

While there was less variation in the velocity data reported after the second software release was deployed, discrepancies were still present. For example, table 6 shows the different numbers that officials reported to TIM program management after the deployment of the second software release.

65CMMI-DEV version 1.3, Measurement and Analysis and Quantitative Project Management process areas; and GAO-04-394G.
Table 6: Total Number of Story Points Completed (Velocity) in the Technology Infrastructure Modernization Program’s Second Software Release after Deployment

<table>
<thead>
<tr>
<th>Date reported</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mid-March 2017</td>
<td>60.0</td>
</tr>
<tr>
<td>Late March 2017</td>
<td>62.0</td>
</tr>
</tbody>
</table>

Source: GAO analysis of Transportation Security Administration documentation. | GAO-18-46

Program officials stated that the reason for the inconsistencies in reported velocity data was that during the first release they were still in the process of adapting Agile and were working to determine how best to calculate velocity. However, as shown in table 6 inconsistent data continued to occur beyond that first release.

These inconsistencies in reported data call into question the completeness and accuracy of the velocity numbers reported, and the potential impact on oversight bodies’ ability to hold the program accountable. For example, velocity is most useful when tracked over time to ensure consistent performance and for forecasting how quickly development teams can work through the items in a backlog. However, without a complete and accurate velocity number from each release, it is difficult for oversight bodies to ensure the program is producing work at an acceptable pace to enable the program to meet its cost, schedule, and performance targets.

In addition, the program had been reporting inaccurate unit test coverage data using a manual measurement approach. Specifically, from December 2016 to March 2017, program officials were reporting that, for each release, they tested every line of code, based on a manual estimate (i.e., 100 percent). However, testing each line of code manually is unrealistic because with manual tests, it is difficult to determine which function, line of code, or logic decision is executed, and which is not. As such, program officials were reporting that they were testing every line of code, even though they were unable to confirm that they were actually doing so, thus calling into question the reliability and accuracy of the data reported.

In response to our concerns, program officials acknowledged that they could not confirm whether they had tested every line of code. Accordingly, program officials stopped estimating this metric manually and stated that they planned to begin measuring unit test coverage again once lines of code could be tracked using automated tools. As previously discussed, program officials stated that the testing and deployment tools are not
expected to be implemented until the new development, testing, and production environments are set up. However, until the program has complete and accurate unit test code coverage data, program officials will not know if portions of its code are going untested, which could lead to undetected issues and impact the quality of the product.

Conclusion

TSA’s TIM program has taken notable steps to address several of the major issues it faced during prior system development and deployment efforts, such as implementing system fixes to address critical performance and usability issues found in the maritime segment. Nonetheless, a number of significant challenges have not been fully addressed. In particular, until the TIM program establishes specific time frames for determining key implementation details, ensures its schedule provides planned completion dates based on realistic estimates, and establishes new time frames for implementing the actions identified in the strategy, it is at significant risk of repeating past mistakes and experiencing the same pitfalls as it did during its initial implementation attempts. An indication of concern is that the program is currently experiencing a delay of at least 6 months in the rebaselined schedule for delivering TSA Pre✓® capabilities.

While the program has also taken certain steps to successfully make the transition from a waterfall development approach to Agile software development—a substantial and complex effort—TIM has not defined key roles and responsibilities, prioritized features and user stories, or implemented automated capabilities that are essential to ensuring effective adoption of Agile. The gaps we identified with the program’s implementation of Agile are concerning given that it did not follow key IT acquisition best practices when using its waterfall development approach, in which the program spent approximately 8 years and over $280 million on a system that TSA has determined it needs to replace. While selected corrective actions have been taken, until the TIM program is implemented in accordance with leading practices, the program will be putting at risk its ability to deliver a quality system that strengthens and enhances the sophistication of TSA’s security threat assessment and credentialing programs.

In addition, while TSA and DHS have implemented certain practices for overseeing and governing the program, the lack of other practices has impeded their oversight effectiveness, including the lack of thresholds or targets for acceptable performance levels, the lack of reporting on Agile-related cost metrics, and inconsistent measuring and reporting of program
velocity and unit test coverage for software releases. These gaps limit the ability of DHS oversight bodies to obtain early indicators of any issues with the program, and to call for course corrections, if needed.

Further, until DHS leadership reaches consensus on needed oversight and governance changes related to Agile programs, and then documents and implements associated changes to align oversight reviews with the timing of Agile software releases, the department will not be well positioned to hold the program accountable. Moreover, until the Office of the Chief Technology Officer completes guidance for Agile programs to use for collecting and reporting on performance metrics, and DHS-level oversight bodies require the TIM program to report on key Agile performance and cost metrics and use them to inform management oversight decisions, the department will also be limited in its ability to hold the TIM program accountable and ensure that it is meeting its cost, schedule, and performance targets.

We are making the following 14 recommendations to DHS:

The TSA Administrator should ensure that the TIM program management office establishes and implements specific time frames for determining key strategic implementation details, including how the program will transition from the current state to the final TIM state. (Recommendation 1)

The TSA Administrator should ensure that the TIM program management office establishes a schedule that provides planned completion dates based on realistic estimates of how long it will take to deliver capabilities. (Recommendation 2)

The TSA Administrator should ensure that the TIM program management office establishes new time frames for implementing the actions identified in the organizational change management strategy and effectively executes against these time frames. (Recommendation 3)

The TSA Administrator should ensure that the TIM program management office defines and documents the roles and responsibilities among product owners, the solution team, and any other relevant stakeholders for prioritizing and approving Agile software development work. (Recommendation 4)
The TSA Administrator should ensure that the TIM program management office establishes specific prioritization levels for current and future features and user stories. (Recommendation 5)

The TSA Administrator should ensure that the TIM program management office implements automated Agile management testing and deployment tools, as soon as possible. (Recommendation 6)

The TSA Administrator should ensure that the TIM program management office updates the Systems Engineering Life Cycle Tailoring Plan to reflect the current governance framework and milestone review processes. (Recommendation 7)

The TSA Administrator should ensure that the TIM program management office establishes thresholds or targets for acceptable performance-levels. (Recommendation 8)

The TSA Administrator should ensure that the TIM program management office begins collecting and reporting on Agile-related cost metrics. (Recommendation 9)

The TSA Administrator should ensure that the TIM program management office ensures that program velocity is measured and reported consistently. (Recommendation 10)

The TSA Administrator should ensure that the TIM program management office ensures that unit test coverage for software releases is measured and reported accurately. (Recommendation 11)

The Secretary of Homeland Security should direct the Under Secretary for Management to ensure that appropriate DHS leadership reaches consensus on needed oversight and governance changes related to the frequency of reviewing Agile programs, and then documents and implements associated changes. (Recommendation 12)

The Secretary of Homeland Security should direct the Under Secretary for Management to ensure that the Office of the Chief Technology Officer completes guidance for Agile programs to use for collecting and reporting on performance metrics. (Recommendation 13)

The Secretary of Homeland Security should direct the Under Secretary for Management to ensure that DHS-level oversight bodies review key
Agile performance and cost metrics for the TIM program and use them to inform management oversight decisions. (Recommendation 14)

DHS provided written comments on a draft of this report, which are reprinted in appendix II. In its comments, the department concurred with all 14 of our recommendations and described actions it has planned or taken to address them. For example, with regard to recommendation 6, which calls for DHS to implement automated Agile management testing and deployment tools, the department stated that TSA plans to implement such tools by June 30, 2018. Additionally, for recommendation 14, the department stated that DHS intends to ensure that oversight bodies review key Agile performance and cost metrics for the TIM program by June 30, 2018. If implemented effectively, these actions should address the weaknesses we identified.

The department also described recent actions that it and TSA had taken to address three of the recommendations, and requested that we consider these recommendations resolved. Specifically, in response to recommendation 9, calling for TSA to ensure that the TIM program management office begins collecting and reporting on Agile-related cost metrics, the department stated that the program is now reporting these metrics on a monthly basis. In response to recommendation 10, calling for TSA to ensure that the program’s velocity is measured and reported consistently, the department stated that velocity is now being reported consistently and in accordance with DHS guidelines. Further, in response to recommendation 13, which calls for DHS to complete guidance for Agile programs to use for collecting and reporting on performance metrics, the department stated that the guidance had recently been published and provided to us. However, to date, we have received only draft versions of the guidance. We will work with the department to obtain finalized documentation related to the three recommendations, to determine if the recent actions fully address the recommendations.

In addition to the aforementioned comments, we received technical comments from DHS and TSA officials, which we incorporated, as appropriate.
We are sending copies of this report to the Secretary of Homeland Security and interested congressional committees. In addition, the report will be available at no charge on the GAO website at http://www.gao.gov.

If you or your staff have any questions about this report, please contact me at (202) 512-4456 or harriscc@gao.gov. Contact points for our Offices of Congressional Relations and Public Affairs may be found on the last page of this report. GAO staff who made key contributions to this report are listed in appendix III.

Carol C. Harris
Director, Information Technology Acquisition Management Issues
Appendix I: Objectives, Scope, and Methodology

Our objectives were to (1) describe the Transportation Security Administration’s (TSA) past implementation efforts for the Technology Infrastructure Modernization (TIM) program and its new implementation strategy; (2) determine the extent to which TSA’s new strategy for the program addresses the challenges encountered during earlier implementation attempts; (3) determine the extent to which TSA has implemented selected key practices for transitioning to an Agile software development framework for the program; and (4) determine the extent to which the TSA and the Department of Homeland Security (DHS) are effectively overseeing and governing the TIM program to ensure that it is meeting cost, schedule, and performance requirements.

To address our first objective, we reviewed program documentation, such as initial and current acquisition program baselines, initial and current life-cycle cost estimates, acquisition decision memorandums, and program plans documenting a new strategy for implementing the program. We used the information in this documentation to summarize the program’s earlier attempts to implement TIM capabilities and its new implementation strategy for delivering the program, including estimated costs, schedule, and key decisions made. We also interviewed TSA officials, including the TIM Director and Deputy Director, on the status of TIM program office efforts.

To determine the extent to which the TIM program’s new strategy addresses the challenges encountered during earlier implementation attempts, we reviewed documentation on the challenges the TIM program faced when it breached cost and schedule thresholds and experienced system performance issues, such as those described in initial operational test reports, the breach remediation plan, and the results of a technical evaluation of program challenges. We synthesized the information in these documents to identify a consolidated list of key challenges the program had faced. We did not include challenges that were already being evaluated as part of other objectives, such as the use of the waterfall software development approach. We then reviewed documentation on the program’s new strategy, such as plans documenting the new strategy, follow-on operational test reports, program schedules, program status reports, and identified risks. We assessed the extent to which the new strategy outlined in these documents addressed the prior challenges by comparing them against criteria identified in leading practices and guidance, such as DHS’s Systems Engineering Lifecycle Guide and the Software Engineering Institute’s Capability...
In addition, we conducted a site visit at the TSA Adjudication Center in Reston, Virginia. During this site visit, we observed demonstrations of the current commercial-off-the-shelf system and legacy systems for TSA Pre✓® and Aviation Workers, and we interviewed adjudicators and supervisors on current security threat assessment processes and limitations. Further, we interviewed TSA officials, including the TIM Director and Deputy Director, on the program office’s efforts to address prior challenges.

To determine the extent to which the program has implemented selected key practices for transitioning to an Agile software development framework, we identified leading practices and guidance outlined in the following sources:

- Software Engineering Institute, *Agile Readiness and Fit*³
- TechFAR handbook⁴

---


After reviewing the sources listed, in consultation with our internal expert, we grouped practices that were identified as being critical to establish when transitioning to an Agile software development framework, and selected the practices that were most relevant based on the status of the program’s transition and we discussed the practice areas with TSA officials. The practices included:

- full support from leadership to adopt Agile processes,
- enhancing Agile knowledge,
- ensuring product owners are engaged with the development teams and have clearly defined roles,
- establishing a clear product vision,
- prioritized backlogs of requirements, and
- implementing automated tools to enable rapid system development and deployment.

We reviewed program management documentation against these practices, such as Agile training records, Agile contracts, program roadmaps, backlogs, test plans, Agile release artifacts, program status reports, and identified risks. Additionally, we observed Agile release and sprint development activities at TSA facilities in Annapolis Junction, Maryland, and at a contractor’s facilities in Beltsville, Maryland, and we observed a demonstration of how user stories map from high-level capabilities and tracked through development and testing.

We also interviewed TSA officials, including the TIM Director and Deputy Director and the five TIM product owners, on their efforts to transition the

---


6TSA *Agile Scrum Methodology*, version 0.7 (May 2016).

program to an Agile software development framework. Further, we interviewed DHS officials, including the Chief Technology Officer, on their efforts to conduct an Agile pilot to assist programs like TIM in adopting Agile software development processes. We assessed the evidence against leading practices to determine the extent to which TSA met the practices.

To determine the extent to which TSA and DHS are effectively overseeing and governing the program to ensure that it is meeting cost, schedule, and performance requirements, we identified leading practices and guidance outlined in the following sources:

- GAO-12-681
- GAO-04-394G
- TechFAR handbook
- DHS Agile guidance
- TSA Agile Scrum guidance
- CMMI for Development, version 1.3
- Software Engineering Institute, *Agile Metrics*\(^8\)

After reviewing the sources listed, we grouped practices related to oversight and governance for programs using Agile software development into four key practice areas and we discussed the practices with DHS and TSA officials. These areas included:

- Document relevant governance and oversight policies and procedures.
- Monitor program performance and progress.
- Rely on complete and accurate data to review performance against expectations.
- Ensure that corrective actions are identified and tracked until the desired outcomes are achieved.

To assess the extent that TSA and DHS had addressed these key practices, we reviewed the most current program management and governance documentation as of April 2017. Specifically, we analyzed

documentation on program management processes, such as TIM’s Systems Engineering Life Cycle Tailoring Plan, TIM Agile and Technical Strategy, TIM Agile software development contract, and draft DHS Agile Acquisition Program Delivery Metrics Playbook; and artifacts from TIM’s program execution and review, such as Agile release artifacts, program status reports, contractor status reports, program schedules, life-cycle cost estimates, risk registers, TSA Executive Steering Committee reviews, DHS program health assessments, DHS Agile pilot integrated product team meetings, DHS Office of the Chief Technology Officer Agile pilot reviews, and DHS Acquisition Review Board reviews.

Additionally, we interviewed TSA officials, including the TIM Director and Deputy Director, on their efforts to oversee TIM’s development. Further, we interviewed DHS officials, including the Chief Technology Officer, on their efforts to oversee the program’s Agile software development activities. We compared this evidence against leading practices to determine the extent to which TSA and DHS met the practices.

To assess the reliability of the data that we used to support the findings in this report, we reviewed relevant program documentation to substantiate evidence obtained through interviews with agency officials. We determined that the data used in this report were sufficiently reliable for the purposes of our reporting objectives. We made appropriate attribution indicating the sources of the data.

We conducted this performance audit from September 2016 to October 2017 in accordance with generally accepted government auditing standards. Those standards require that we plan and perform the audit to obtain sufficient, appropriate evidence to provide a reasonable basis for our findings and conclusions based on our audit objectives. We believe that the evidence obtained provides a reasonable basis for our findings and conclusions based on our audit objectives.
September 18, 2017

Ms. Carol C. Harris
Director, Information Technology Acquisition Management Issues
U.S. Government Accountability Office
441 G Street, NW
Washington, DC 20548


Dear Ms. Harris,

Thank you for the opportunity to review and comment on this draft report. The U.S. Department of Homeland Security (DHS) appreciates the U.S. Government Accountability Office’s (GAO) work in planning and conducting its review and issuing this report.

The Department is pleased to note GAO’s recognition of the steps TSA’s Technology Information Modernization (TIM) program has taken to address previously identified challenges faced during system development and deployment efforts. DHS and TSA are committed to ensuring an effective process exists for holding the TIM program accountable for meeting its cost, schedule, and performance targets.

The draft report contained 14 recommendations with which the Department concurs. Attached find our detailed response to each recommendation.

Again, thank you for the opportunity to review and comment on this draft report. Technical comments were previously provided under separate cover. Please feel free to contact me if you have any questions. We look forward to working with you in the future.

Sincerely,

[Signature]

JIM H. CRUMPACKER, CIA, CFE
Director
Departmental GAO-OIG Liaison Office

Attachment
Attachment: DHS Management Response to Recommendations Contained in GAO-18-46

GAO recommended that Transportation Security Administrator:

**Recommendation 1:** Ensure that the TIM program management office establishes and implements specific time frames for determining key strategic implementation details, including how the program will transition from the current state to the final TIM state.

**Response:** Concur. TSA will ensure the TIM program implements specific timeframes for determining key strategic implementations. The TIM program continues to refine the TIM strategic roadmap, to include more specific time frames, and also maintains a tactical roadmap (described in Response to Recommendation #2). The TSA Chief Information Officer (CIO) will confirm specific timeframes for technical implementation details. The TIM program manager is overseeing this effort. Estimated completion date (ECD): February 28, 2018.

**Recommendation 2:** Ensure that the TIM program management office establishes a schedule that provides planned completion dates based on realistic estimates of how long it will take to deliver capabilities.

**Response:** Concur. TSA will ensure the TIM program establishes a schedule with planned completion dates based on realistic estimates. Schedule completion dates will be based on known priorities and the balanced mission requirements outlined in the program’s governance approach. TSA CIO will confirm realism of planned dates for execution of planned technical work. As of June 2017, the TIM program updated the TIM tactical roadmap to encompass the next three program increments (PI), beyond the current PI in development. Each PI spans 2 months, ending with a production release. The TIM Governance approach was recently updated to provide additional technical input and planning. This will be used to ensure estimates are realistic and achievable. The TIM program manager is overseeing this effort. ECD: February 28, 2018.

**Recommendation 3:** Ensure that the TIM program management office establishes new time frames for implementing the actions identified in the organizational change management strategy and effectively executes against these time frames.

**Response:** Concur. TSA will ensure the TIM program management office establishes new time frames for implementing the actions in the organizational change management strategy, and executes the actions effectively. Completion of this recommendation will be based on the ability to add a Communications Lead and PMI Branch Chief as key positions for the program. The TIM program manager is overseeing this effort. ECD: June 30, 2018, depending upon the ability to staff these positions.
**Recommendation 4:** Ensure that the TIM program management office defines and documents the roles and responsibilities among product owners, the solution team, and any other relevant stakeholders for prioritizing and approving agile software development work.

**Response:** Concur. TSA will ensure the TIM program management office defines and documents the roles and responsibilities among product owners, the solution team, and associated stakeholders for prioritizing and approving agile software development work. The program continues to enhance PI Planning Events and Inspect & Adapt Workshops held at the beginning and end respectively of each PI. The responsibilities of each role are reviewed and updated, if required, as documented in support of these sessions. The TIM technical project lead is overseeing this effort. ECD: October 31, 2017.

**Recommendation 5:** Ensure that the TIM program management office establishes specific prioritization levels for current and future features and user stories.

**Response:** Concur. TSA will ensure the TIM program management office establishes specific prioritization levels for features and user stories. Currently, the TIM program utilizes the PI planning horizon as part of the tactical roadmap to prioritize features, and plans to mature the process to encompass assigning priority levels in the Application Lifecycle Management (ALM) tool, Rational Jazz for features, as well as user stories. The TIM program manager is overseeing this effort. ECD: June 30, 2018.

**Recommendation 6:** Ensure that the TIM program management office implements automated agile management testing and deployment tools, as soon as possible.

**Response:** Concur. TSA will ensure the TIM program management office implements automated agile management testing and deployment tools, as soon as possible. The program commenced developing automated regression tests in October 2016, and to date has developed 53 of a planned set of 61. With the changing of testing environments from the DHS DC1 shared services cloud environment to an enclave, the initial set is in process of being migrated. The TIM technical project lead is overseeing this effort. ECD: June 30, 2018.

**Recommendation 7:** Ensure that the TIM program management office updates the Systems Engineering Life Cycle Tailoring Plan to reflect the current governance framework and milestone review processes.

**Response:** Concur. TSA recently commenced an update of the Systems Engineering Life Cycle Tailoring Plan. The TIM program office is coordinating this effort led by the TIM Program Manager. ECD: December 31, 2017.
Recommendation 8: The TSA Administrator should ensure that the TIM program management office establishes thresholds or targets for acceptable performance-levels.

Response: Concur. TSA will ensure that the TIM program management office establishes thresholds or targets for acceptable performance-levels. Completion of this recommendation will be based on the ability to add Risk Management and Quality Assurance analysts as key positions for the program. The TIM program office is coordinating this effort led by the TIM Program Manager. ECD: June 30, 2018, depending upon the ability to staff these positions.

Recommendation 9: Ensure that the TIM program management office begins collecting and reporting on agile-related cost metrics.

Response: Concur. TSA has ensured the TIM program management office collects and reports agile-related cost metrics. In March 2017, the TIM program management office met with representatives of the DHS Cost Analysis Division, and discussed and shared TIM’s agile metrics, including some cost metrics. The program has submitted the agile metrics each subsequent month, in accord with the DHS Agile Acquisition Software Delivery Core Metrics, which were endorsed by the DHS Chief Technology Officer (CTO) on May 23, 2017. The program plans to continue working with DHS offices, including the Office of the Chief Technology Officer, Cost Analysis Division, and Program Accountability and Risk Management, to help refine the DHS core metrics, and report the metrics for TIM accordingly. TSA’s efforts are led by the Program Manager for the TIM program. We request that GAO consider this recommendation resolved and closed as implemented.

Recommendation 10: Ensure that the TIM program management office ensures that program velocity is measured and reported consistently.

Response: Concur. TSA has ensured the program velocity is measured and reported consistently, and in accord with the guidelines of DHS. The program also reviews velocity on a regular basis during its weekly status reviews. As referenced in the Response to Recommendation #9, the TIM program is providing metrics on a monthly basis in accord with the DHS Acquisition Software Delivery Core Metrics, as endorsed by the DHS CTO on May 23, 2017. TSA’s efforts are led by the Program Manager for the TIM program. We request that GAO consider this recommendation resolved and closed as implemented.

Recommendation 11: Ensure that the TIM program management office ensures that unit test coverage for software releases is measured and reported accurately.

Response: Concur. TSA will ensure the TIM program management office measures and reports unit test coverage accurately. Currently, the program executes testing against the acceptance criteria for each user story and has been reporting results based on such since March 2017. The TIM technical project lead is overseeing this effort. ECD: February 28, 2018.
**Recommendation 12:** GAO recommended that the Secretary of Homeland Security: Direct the Under Secretary for Management to ensure that appropriate DHS leadership reaches consensus on needed oversight and governance changes related to the frequency of reviewing agile programs, and then documents and implements associated changes.

**Response:** Concur. The DHS CTO and partner offices have completed the 1-year pilot effort involving TSA TIM and four other programs. Based on this effort, the DHS CTO and partner offices are undertaking 18 specific action items to remedy various information technology acquisition processes, including the subject of Recommendation 12. These efforts are scheduled to take place during fiscal year (FY) 2018. DHS is committed to the estimated closure date of June 30, 2018, for the 12 of the 18 action plans that are considered critical with the rest commencing after the initial 12 are completed. Overall ECD: To Be Determined.

**Recommendation 13:** Direct the Under Secretary for Management to ensure that the Office of the Chief Technology Officer completes guidance for agile programs to use for collecting and reporting on performance metrics.

**Response:** Concur. On May 23, 2017, the DHS Agile Core Metrics have been published and promulgated to the TSA TIM program. In addition, DHS CTO published a DHS Delivery Metrics Playbook on July 17, 2017. Copies of these documents were provided to GAO under separate cover. We request that GAO consider the recommendation resolved and closed as implemented.

**Recommendation 14:** The Secretary of Homeland Security should direct the Under Secretary for Management to ensure that DHS-level oversight bodies review key agile performance and cost metrics for the TIM program and use them to inform management oversight decisions.

**Response:** Concur. The DHS CTO and DHS Cost Analysis Division are partnering on efforts to establish an appropriate set of metrics to track program cost, schedule, and performance during the anticipated 6-month ARB review cycles. This effort commenced in late FY 2017 and will continue into FY 2018. ECD: June 30, 2018.
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