PROGRAM EVALUATION

A Variety of Rigorous Methods Can Help Identify Effective Interventions
What GAO Did This Study

Recent congressional initiatives seek to focus funds for certain federal social programs on interventions for which randomized experiments show sizable, sustained benefits to participants or society. The private, nonprofit Coalition for Evidence-Based Policy undertook the Top Tier Evidence initiative to help federal programs identify interventions that meet this standard.

GAO was asked to examine (1) the validity and transparency of the Coalition’s process, (2) how its process compared to that of six federally supported efforts to identify effective interventions, (3) the types of interventions best suited for assessment with randomized experiments, and (4) alternative rigorous methods used to assess effectiveness. GAO reviewed documents, observed the Coalition’s advisory panel deliberate on interventions meeting its top tier standard, and reviewed other documents describing the processes the federally supported efforts had used. GAO reviewed the literature on evaluation methods and consulted experts on the use of randomized experiments.

The Coalition generally agreed with the findings. The Departments of Education and Health and Human Services provided technical comments on a draft of this report. The Department of Justice provided no comments.

What GAO Found

The Coalition’s Top Tier Evidence initiative criteria for assessing evaluation quality conform to general social science research standards, but other features of its overall process differ from common practice for drawing conclusions about intervention effectiveness. The Top Tier initiative clearly describes how it identifies candidate interventions but is not as transparent about how it determines whether an intervention meets the top tier criteria. In the absence of detailed guidance, the panel defined sizable and sustained effects through case discussion. Over time, it increasingly obtained agreement on whether an intervention met the top tier criteria.

The major difference in rating study quality between the Top Tier and the six other initiatives examined is a product of the Top Tier standard as set out in certain legislative provisions: the other efforts accept well-designed, well-conducted, nonrandomized studies as credible evidence. The Top Tier initiative’s choice of broad topics (such as early childhood interventions), emphasis on long-term effects, and use of narrow evidence criteria combine to provide limited information on what is effective in achieving specific outcomes. The panel recommended only 6 of 63 interventions reviewed as providing “sizeable, sustained effects on important outcomes.” The other initiatives acknowledge a continuum of evidence credibility by reporting an intervention’s effectiveness on a scale of high to low confidence.

The program evaluation literature generally agrees that well-conducted randomized experiments are best suited for assessing effectiveness when multiple causal influences create uncertainty about what caused results. However, they are often difficult, and sometimes impossible, to carry out. An evaluation must be able to control exposure to the intervention and ensure that treatment and control groups’ experiences remain separate and distinct throughout the study.

Several rigorous alternatives to randomized experiments are considered appropriate for other situations: quasi-experimental comparison group studies, statistical analyses of observational data, and—in some circumstances—in-depth case studies. The credibility of their estimates of program effects relies on how well the studies’ designs rule out competing causal explanations. Collecting additional data and targeting comparisons can help rule out other explanations.

GAO concludes that

• requiring evidence from randomized studies as sole proof of effectiveness will likely exclude many potentially effective and worthwhile practices;
• reliable assessments of evaluation results require research expertise but can be improved with detailed protocols and training;
• deciding to adopt an intervention involves other considerations in addition to effectiveness, such as cost and suitability to the local community; and
• improved evaluation quality would also help identify effective interventions.
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Several recent congressional initiatives seek to focus funds in certain federal social programs on activities for which the evidence of effectiveness is rigorous—specifically, well-designed randomized controlled trials showing sizable, sustained benefits to program participants or society. To help agencies, grantees, and others implement the relevant legislative provisions effectively, the private, nonprofit Coalition for Evidence-Based Policy launched the Top Tier Evidence initiative in 2008 to identify and validate social interventions meeting the standard of evidence set out in these provisions. In requesting this report, you expressed interest in knowing whether limiting the search for effective interventions to those that had been tested against these particular criteria might exclude from consideration other important interventions. To learn whether the Coalition’s approach could be valuable in helping federal agencies implement such funding requirements, you asked GAO to independently assess the Coalition’s approach. GAO’s review focused on the following questions.

1. How valid and transparent is the process the Coalition used—searching, selecting, reviewing, and synthesizing procedures and criteria—to identify social interventions that meet the standard of “well-designed randomized controlled trials showing sizable, sustained effects on important outcomes”?

2. How do the Coalition’s choices of procedures and criteria compare to (a) generally accepted design and analysis techniques for identifying effective interventions and (b) similar standards and processes other federal agencies use to evaluate similar efforts?
3. What types of interventions do randomized controlled experiments appear to be best suited to assessing effectiveness?

4. For intervention types for which randomized controlled experiments appear not to be well suited, what alternative forms of evaluation are used to successfully assess effectiveness?

To assess the Coalition’s Top Tier initiative, we reviewed documents, conducted interviews, and observed the deliberations of its advisory panel, who determined which interventions met the “top tier” evidence standard—well-designed, randomized controlled trials showing sizable, sustained benefits to program participants or society. We evaluated the transparency of the initiative’s process against its own publicly stated procedures and criteria, including the top tier evidence standard. To assess the validity of the Coalition’s approach, we compared its procedures and criteria to those recommended in program evaluation textbooks and related publications, as well as to the processes actually used by six federally supported initiatives with a similar purpose to the Coalition. Through interviews and database searches, we identified six initiatives supported by the U.S. Department of Education, Department of Health and Human Services (HHS), and Department of Justice that also conduct systematic reviews of evaluation evidence to identify effective interventions. We ascertained the procedures and criteria these federally supported efforts used from interviews and document reviews.

We identified the types of interventions for which randomized controlled experiments—the Coalition’s primary evidence criterion—are best suited and alternative methods for assessing effectiveness by reviewing the program evaluation methodology literature and by having our summaries of that literature reviewed by a diverse set of experts in the field. We obtained reviews from seven experts who had published on evaluation methodology, held leadership positions in the field, and had experience in diverse subject areas and methodologies.

We conducted this performance audit from May 2008 through November 2009 in accordance with generally accepted government auditing standards. Those standards require that we plan and perform the audit to

---

1In addition, the federal Interagency Working Group on Youth Programs Web site www.findyouthinfo.gov provides interactive tools and other resources to help youth-serving organizations assess community assets, identify local and federal resources, and search for evidence-based youth programs.
obtain sufficient, appropriate evidence to provide a reasonable basis for our findings and conclusions based on our audit objectives. We believe that the evidence obtained provides a reasonable basis for our findings and conclusions based on our audit objectives.

Background

Over the past two decades, several efforts have been launched to improve federal government accountability and results, such as the strategic plans and annual performance reports required under the Government Performance and Results Act of 1993 (GPRA). The act was designed to provide executive and congressional decision makers with objective information on the relative effectiveness and efficiency of federal programs and spending. In 2002, the Office of Management and Budget (OMB) introduced the Program Assessment Rating Tool (PART) as a key element of the budget and performance integration initiative under President George W. Bush’s governmentwide Management Agenda. PART is a standard set of questions meant to serve as a diagnostic tool, drawing on available program performance and evaluation information to form conclusions about program benefits and recommend adjustments that may improve results.

The success of these efforts has been constrained by lack of access to credible evidence on program results. We previously reported that the PART review process has stimulated agencies to increase their evaluation capacity and available information on program results.\(^2\) After 4 years of PART reviews, however, OMB rated 17 percent of 1,015 programs “results not demonstrated”—that is, did not have acceptable performance goals or performance data. Many federal programs, while tending to have limited evaluation resources, require program evaluation studies, rather than performance measures, in order to distinguish a program’s effects from those of other influences on outcomes.

Program evaluations are systematic studies that assess how well a program is working, and they are individually tailored to address the client’s research question. Process (or implementation) evaluations assess the extent to which a program is operating as intended. Outcome evaluations assess the extent to which a program is achieving its outcome-

oriented objectives but may also examine program processes to understand how outcomes are produced. When external factors such as economic or environmental conditions are known to influence a program’s outcomes, an impact evaluation may be used in an attempt to measure a program’s net effect by comparing outcomes with an estimate of what would have occurred in the absence of the program intervention. A number of methodologies are available to estimate program impact, including experimental and nonexperimental designs.

Concern about the quality of social program evaluation has led to calls for greater use of randomized experiments—a method used more widely in evaluations of medical than social science interventions. Randomized controlled trials (or randomized experiments) compare the outcomes for groups that were randomly assigned either to the treatment or to a nonparticipating control group before the intervention, in an effort to control for any systematic difference between the groups that could account for a difference in their outcomes. A difference in these groups’ outcomes is believed to represent the program’s impact. While random assignment is considered a highly rigorous approach in assessing program effectiveness, it is not the only rigorous research design available and is not always feasible.

The Coalition for Evidence-Based Policy is a private, nonprofit organization that was sponsored by the Council for Excellence in Government from 2001 until the Council closed in 2009. The Coalition aims to improve the effectiveness of social programs by encouraging federal agencies to fund rigorous studies—particularly randomized controlled trials—to identify effective interventions and to provide strong incentives and assistance for federal funding recipients to adopt such interventions.³ Coalition staff have advised OMB and federal agencies on how to identify rigorous evaluations of program effectiveness, and they manage a Web site called “Social Programs That Work” that provides examples of evidence-based programs to “provide policymakers and practitioners with clear, actionable information on what works, as demonstrated in scientifically-valid studies. . .”⁴


In 2008, the Coalition launched a similar but more formal effort, the Top Tier Evidence initiative, to identify only interventions that have been shown in “well-designed and implemented randomized controlled trials, preferably conducted in typical community settings, to produce sizeable, sustained benefits to participants and/or society.” At the same time, it introduced an advisory panel of evaluation researchers and former government officials to make the final determination. The Coalition has promoted the adoption of this criterion in legislation to direct federal funds toward strategies supported by rigorous evidence. By identifying interventions meeting this criterion, the Top Tier Evidence initiative aims to assist agencies, grantees, and others in implementing such provisions effectively.

Federally Supported Initiatives to Identify Effective Interventions

Because of the flexibility provided to recipients of many federal grants, achieving these federal programs' goals relies heavily on agencies' ability to influence their state and local program partners' choice of activities. In the past decade, several public and private efforts have been patterned after the evidence-based practice model in medicine to summarize available effectiveness research on social interventions to help managers and policymakers identify and adopt effective practices. The Department of Education, HHS, and Department of Justice support six initiatives similar to the Coalition's to identify effective social interventions. These initiatives conduct systematic searches for and review the quality of evaluations of intervention effectiveness in a given field and have been operating for several years.

We examined the processes used by these six ongoing federally supported efforts to identify effective interventions in order to provide insight into the choices of procedures and criteria that other independent organizations made in attempting to achieve a similar outcome as the Top Tier initiative: to identify interventions with rigorous evidence of effectiveness. The Top Tier initiative, however, aims to identify not all effective interventions but only those supported by the most definitive evidence of effectiveness. The processes each of these initiatives (including Top Tier) takes to identify effective interventions are summarized in appendix I.

See Coalition for Evidence-Based Policy, Top Tier Evidence, http://toptierevidence.org. The criterion is also sometimes phrased more simply as interventions that have been shown in well-designed randomized controlled trials to produce sizable, sustained effects on important outcomes.
### Evidence-Based Practice Centers

In 1997, the Agency for Healthcare Research and Quality (AHRQ) established the Evidence-based Practice Centers (EPC) (there are currently 14) to provide evidence on the relative benefits and risks of a wide variety of health care interventions to inform health care decisions. EPCs perform comprehensive reviews and synthesize scientific evidence to compare health treatments, including pharmaceuticals, devices, and other types of interventions. The reviews, with a priority on topics that impose high costs on the Medicare, Medicaid, or State Children’s Health Insurance (SCHIP) programs, provide evidence about effectiveness and harms and point out gaps in research. The reviews are intended to help clinicians and patients choose the best tests and treatments and to help policy makers make informed decisions about health care services and quality improvement.

### The Guide to Community Preventive Services

HHS established the Guide to Community Preventive Services (the Community Guide) in 1996 to provide evidence-based recommendations and findings about public health interventions and policies to improve health and promote safety. With the support of the Centers for Disease Control and Prevention (CDC), the Community Guide synthesizes the scientific literature to identify the effectiveness, economic efficiency, and feasibility of program and policy interventions to promote community health and prevent disease. The Task Force on Community Preventive Services, an independent, nonfederal, volunteer body of public health and prevention experts, guides the selection of review topics and uses the evidence gathered to develop recommendations to change risk behaviors, address environmental and ecosystem challenges, and reduce disease, injury, and impairment. Intended users include public health professionals, legislators and policy makers, community-based organizations, health care service providers, researchers, employers, and others who purchase health care services.

### HIV/AIDS Prevention Research Synthesis

CDC established the HIV/AIDS Prevention Research Synthesis (PRS) in 1996 to review and summarize HIV behavioral prevention research literature. PRS conducts systematic reviews to identify evidence-based HIV behavioral interventions with proven efficacy in preventing the spread of HIV.

---

6AHRQ was formerly called the Agency for Health Care Policy and Research.


acquisition or transmission of HIV infection (reducing HIV-related risk behaviors, sexually transmitted diseases, HIV incidence, or promoting protective behaviors). These reviews are intended to translate scientific research into practice by providing a compendium of evidence-based interventions to HIV prevention planners and providers and state and local health departments for help with selecting interventions best suited to the needs of the community.9

**Model Programs Guide**

The Office of Juvenile Justice and Delinquency Prevention established the Model Programs Guide (MPG) in 2000 to identify effective programs to prevent and reduce juvenile delinquency and related risk factors such as substance abuse. MPG conducts reviews to identify effective intervention and prevention programs on the following topics: delinquency; violence; youth gang involvement; alcohol, tobacco, and drug use; academic difficulties; family functioning; trauma exposure or sexual activity and exploitation; and accompanying mental health issues. MPG produces a database of intervention and prevention programs intended for juvenile justice practitioners, program administrators, and researchers.10

**National Registry of Evidence-Based Programs and Practices**

The Substance Abuse and Mental Health Services Administration (SAMHSA) established the National Registry of Evidence-based Programs and Practices (NREPP) in 1997 and provides the public with information about the scientific basis and practicality of interventions that prevent or treat mental health and substance abuse disorders.11 NREPP reviews interventions to identify those that promote mental health and prevent or treat mental illness, substance use, or co-occurring disorders among individuals, communities, or populations. NREPP produces a database of interventions that can help practitioners and community-based organizations identify and select interventions that may address their particular needs and match their specific capacities and resources.12

---


11It was established as the National Registry of Effective Prevention Programs; it was expanded in 2004 to include mental health and renamed the National Registry of Evidence-based Programs and Practices.

## What Works Clearinghouse

The Institute of Education Sciences established the What Works Clearinghouse (WWC) in 2002 to provide educators, policymakers, researchers, and the public with a central source of scientific evidence on what improves student outcomes. WWC reviews research on the effectiveness of replicable educational interventions (programs, products, practices, and policies) to improve student achievement in areas such as mathematics, reading, early childhood education, English language, and dropout prevention. The WWC Web site reports information on the effectiveness of interventions through a searchable database and summary reports on the scientific evidence.\(^\text{13}\)

## Top Tier Initiative’s Process Is Mostly Transparent

The Coalition provides a clear public description on its Web site of the first two phases of its process—search and selection to identify candidate interventions. It primarily searches other evidence-based practice Web sites and solicits nominations from experts and the public. Staff post their selection criteria and a list of the interventions and studies reviewed on their Web site. However, their public materials have not been as transparent about the criteria and process used in the second two phases of its process—review and synthesize study results to determine whether an intervention met the Top Tier criteria. Although the Coalition provides brief examples of the panel’s reasoning in making Top Tier selections, it has not fully reported the panel’s discussion of how to define sizable and sustained effects in the absence of detailed guidance or the variation in members’ overall assessments of the interventions.

## The Top Tier Initiative Clearly Described Its Process for Identifying Interventions

Through its Web site and e-mailed announcements, the Coalition has clearly described how it identified interventions by searching the strongest evidence category of 15 federal, state, and private Web sites profiling evidence-based practices and by soliciting nominations from federal agencies, researchers, and the general public. Its Web site posting clearly indicated the initiative’s search and selection criteria: (1) early childhood interventions (for ages 0–6) in the first phase of the initiative and interventions for children and youths (ages 7–18) in the second phase (starting in February 2009) and (2) interventions showing positive results in well-designed and implemented randomized experiments. Coalition staff then searched electronic databases and consulted with researchers to identify any additional randomized studies of the interventions selected.\(^\text{13}\)

---

for review. The July 2008 announcement of the initiative included its August 2007 “Checklist for Reviewing a Randomized Controlled Trial of a Social Program or Project, to Assess Whether It Produced Valid Evidence.” The Checklist describes the defining features of a well-designed and implemented randomized experiment: equivalence of treatment and control groups throughout the study, valid measurement and analysis, and full reporting of outcomes. It also defines a strong body of evidence as consisting of two or more randomized experiments or one large multisite study.

In the initial phase (July 2008 through February 2009), Coalition staff screened studies of 46 early childhood interventions for design or implementation flaws and provided the advisory panel with brief summaries of the interventions and their results and reasons why they screened out candidates they believed clearly did not meet the Top Tier standard. Reasons for exclusion included small sample sizes, high sample attrition (both during and after the intervention), follow-up periods of less than 1 year, questionable outcome measures (for example, teachers’ reports of their students’ behavior), and positive effects that faded in later follow-up. Staff also excluded interventions that lacked confirmation of effects in a well-implemented randomized study. Coalition staff recommended three candidate interventions from their screening review; advisory panel members added two more for consideration after reviewing the staff summaries (neither of which was accepted as top tier by the full panel). While the Top Tier Initiative explains each of its screening decisions to program developers privately, on its Web site it simply posts a list of the interventions and studies reviewed, along with full descriptions of interventions accepted as top tier and a brief discussion of a few examples of the panel’s reasoning.\(^\text{14}\)

Reviewers Defined the Top Tier Criteria through Case Discussion

The Top Tier initiative’s public materials are less transparent about the process and criteria used to determine whether an intervention met the Top Tier standard than about candidate selection. One panel member, the lead reviewer, explicitly rates the quality of the evidence on each candidate intervention using the Checklist and rating form. Coalition staff members also use the Checklist to review the available evidence and prepare detailed study reviews that identify any significant limitations. The full advisory panel then discusses the available evidence on the

\(^\text{14}\)See http://toptierevidence.org.
recommended candidates and holds a secret ballot on whether an intervention meets the Top Tier standard, drawing on the published research articles, the staff review, and the lead reviewer’s quality rating and Top Tier recommendation.

The advisory panel discussions did not generally dispute the lead reviewer’s study quality ratings (on quality of overall design, group equivalence, outcome measures, and analysis reporting) but, instead, focused on whether the body of evidence met the Top Tier standard (for sizable, sustained effects on important outcomes in typical community settings). The Checklist also includes two criteria or issues that were not explicit in the initial statement of the Top Tier standard—whether the body of evidence showed evidence of effects in more than one site (replication) and provided no strong countervailing evidence. Because neither the Checklist nor the rating form provides definitions of how large a sizable effect should be, how long a sustained effect should last, or what constituted an important outcome, the panel had to rely on its professional judgment in making these assessments.

Although a sizable effect was usually defined as one passing tests of statistical significance at the 0.05 level, panel members raised questions about whether particular effects were sufficiently large to have practical importance. The panel often turned to members with subject matter expertise for advice on these matters. One member cautioned against relying too heavily on the reported results of statistical tests, because some studies, by conducting a very large number of comparisons, appeared to violate the assumptions of those tests and, thus, probably identified some differences between experimental groups as statistically significant simply by chance.

The Checklist originally indicated a preference for data on long-term outcomes obtained a year after the intervention ended, preferably longer, noting that “longer-term effects . . . are of greatest policy and practical importance.” Panel members disagreed over whether effects measured no later than the end of the second grade—at the end of the intervention—were sufficiently sustained and important to qualify as top tier, especially in the context of other studies that tracked outcomes to age 15 or older.

---

15Coalition for Evidence-Based Policy, “Checklist for Reviewing a Randomized Controlled Trial of a Social Program or Project, to Assess Whether It Produced Valid Evidence,” August 2007, p. 5. http://toptierevidence.org
One panel member questioned whether it was realistic to expect the effects of early childhood programs to persist through high school, especially for low-cost interventions; others noted that the study design did not meet the standard because it did not collect data a year after the intervention ended. In the end, a majority (but not all) of the panel accepted this intervention as top tier because the study found that effects persisted over all 3 program years, and they agreed to revise the language in the Checklist accordingly.

Panel members disagreed on what constituted an important outcome. Two noted a pattern of effects in one study on cognitive and academic tests across ages 3, 5, 8, and 18. Another member did not consider cognitive tests an important enough outcome and pointed out that the effects diminished over time and did not lead to effects on other school-related behavioral outcomes such as special education placement or school dropout. Another member thought it was unreasonable to expect programs for very young children (ages 1–3) to show an effect on a child at age 18, given all their other experiences in the intervening years.

A concern related to judging importance was whether and how to incorporate the cost of the intervention into the intervention assessment. On one hand, there was no mention of cost in the Checklist or intervention rating form. On the other hand, panel members frequently raised the issue when considering whether they were comfortable recommending the intervention to others. One aspect of this was proportionality: they might accept an outcome of less policy importance if the intervention was relatively inexpensive but would not if it was expensive. Additionally, one panel member feared that an expensive intervention that required a lot of training and monitoring to produce results might be too difficult to successfully replicate in more ordinary settings. In the February 2009 meeting, it was decided that program cost should not be a criterion for Top Tier status but should be considered and reported with the recommendation, if deemed relevant.

The panel discussed whether a large multisite experiment should qualify as evidence meeting the replication standard. One classroom-based intervention was tested by randomly assigning 41 schools nationwide. Because the unit of analysis was the school, results at individual schools were not analyzed or reported separately but were aggregated to form one experimental–control group comparison per outcome measure. Some panel members considered this study a single randomized experiment; others accepted it as serving the purpose of a replication, because effects were observed over a large number of different settings. In this case,
limitations in the original study report added to their uncertainty. Some panel members stated that if they had learned that positive effects had been found in several schools rather than in only a few odd cases, they would have been more comfortable ruling this multisite experiment a replication.

**Reviewers Initially Disagreed in Assessing Top Tier Status**

Because detailed guidance was lacking, panel members, relying on individual judgment, arrived at split decisions (4–3 and 3–5) on two of the first four early childhood interventions reviewed, and only one intervention received a unanimous vote. Panel members expressed concern that because some criteria were not specifically defined, they had to use their professional judgment yet found that they interpreted the terms somewhat differently. This problem may have been aggravated by the fact that, as one member noted, they had not had a “perfect winner” that met all the top tier criteria. Indeed, a couple of members expressed their desire for a second category, like “promising,” to allow them to communicate their belief in an intervention’s high quality, despite the fact that its evidence did not meet all their criteria. In a discussion of their narrow (4–3) vote at their next meeting (February 2009), members suggested that they take more time to discuss their decisions, set a requirement for a two-thirds majority agreement, or ask for votes from members who did not attend the meeting. The latter suggestion was countered with concern that absent members would not be aware of their discussion, and the issue was deferred to see whether these differences might be resolved with time and discussion of other interventions. Disagreement over Top Tier status was less a problem with later reviews, held in February and July 2009, when none of the votes on Top Tier status were split decisions and three of seven votes were unanimous.

The Coalition reports that it plans to supplement guidance over time by accumulating case decisions rather than developing more detailed guidance on what constitutes sizable and sustained effects. The December 2008 and May 2009 public releases of the results of the Top Tier Evidence review of early childhood interventions provided brief discussion of examples of the panel’s reasoning for accepting or not accepting specific interventions. In May 2009, the Coalition also published a revised version of the Checklist that removed the preference for outcomes measured a year after the intervention ended, replacing it with a less specific
reference: “over a long enough period to determine whether the intervention’s effects lasted at least a year, hopefully longer.”

At the February 2009 meeting, Coalition staff stated that they had received a suggestion from external parties to consider introducing a second category of “promising” interventions that did not meet the top tier standard. Panel members agreed to discuss the idea further but noted the need to provide clear criteria for this category as well. For example, they said it was important to distinguish interventions that lacked good quality evaluations (and thus had unknown effectiveness) from those that simply lacked replication of sizable effects in a second randomized study. It was noted that broadening the criteria to include studies (and interventions) that the staff had previously screened out may require additional staff effort and, thus, resources beyond those of the current project.

The Top Tier initiative’s criteria for assessing evaluation quality conform to general social science research standards, but other features of the overall process differ from common practice for drawing conclusions about intervention effectiveness from a body of research. The initiative’s choice of a broad topic fails to focus the review on how to achieve a specific outcome. Its narrow evidence criteria yield few recommendations and limited information on what works to inform policy and practice decisions.

The Top Tier and all six of the agency-supported review initiatives we examined assess evaluation quality on standard dimensions to determine whether a study provides credible evidence on effectiveness. These dimensions include the quality of research design and execution, the equivalence of treatment and comparison groups (as appropriate), adequacy of samples, the validity and reliability of outcome measures, and appropriateness of statistical analyses and reporting. Some initiatives included additional criteria or gave greater emphasis to some issues than others. The six agency-supported initiatives also employed several features to ensure the reliability of their quality assessments.

In general, assessing the quality of an impact evaluation’s study design and execution involves considering how well the selected comparison protects
against the risk of bias in estimating the intervention’s impact. For random assignment designs, this primarily consists of examining whether the assignment process was truly random, the experimental groups were equivalent before the intervention, and the groups remained separate and otherwise equivalent throughout the study. For other designs, the reviewer must examine the assignment process even more closely to detect whether a potential source of bias (such as higher motivation among volunteers) may have been introduced that could account for any differences observed in outcomes between the treatment and comparison groups. In addition to confirming the equivalence of the experimental groups at baseline, several review initiatives examine the extent of crossover or “contamination” between experimental groups throughout the study because this could blur the study’s view of the intervention’s true effects.

All seven review initiatives we examined assess whether a study’s sample size was large enough to detect effects of a meaningful size. They also assess whether any sample attrition (or loss) over the course of the study was severe enough to question how well the remaining members represented the original sample or whether differential attrition may have created significant new differences between the experimental groups. Most review forms ask whether tests for statistical significance of group differences accounted for key study design features (for example, random assignment of groups rather than individuals), as well as for any deviations from initial group assignment (intention-to-treat analysis).17

The rating forms vary in structure and detail across the initiatives. For example, “appropriateness of statistical analyses” can be found under the category “reporting of the intervention’s effects” on one form and in a category by itself on another form. In the Model Programs Guide rating form, “internal validity”—or the degree to which observed changes can be attributed to the intervention—is assessed through how well both the research design and the measurement of program activities and outcomes controlled for nine specific threats to validity.18 The EPC rating form notes whether study participants were blind to the experimental groups they

---

17In intention-to-treat analysis, members of the treatment and control groups are retained in the group to which they were originally assigned, even if some treatment group members failed to participate in or complete the intervention or some control group members later gained access to the intervention. See Checklist, p. 4.

18These factors were initially outlined in the classic research design book by Donald T. Campbell and Julian C. Stanley, Experimental and Quasi-Experimental Designs for Research (Chicago: Rand McNally, 1963).
belonged to—standard practice in studies for medical treatments but not as common in studies of social interventions, while the PRS form does not directly address study blinding in assessing extent of bias in forming study groups.

The major difference in rating study quality between the Top Tier initiative and the six other initiatives is a product of the top tier standard as set out in certain legislative provisions: the other initiatives accept well-designed, well-conducted quasi-experimental studies as credible evidence. Most of the federally supported initiatives recognize well-conducted randomized experiments as providing the most credible evidence of effectiveness by assigning them their highest rating for quality of research design, but three do not require them for interventions to receive their highest evidence rating: EPC, the Community Guide, and National Registry of Evidence-based Programs and Practices (NREPP). The Coalition has, since its inception, promoted randomized experiments as the highest-quality, unbiased method for assessing an intervention’s true impact. Federal officials provided a number of reasons for including well-conducted quasi-experimental studies: (1) random assignment is not feasible for many of the interventions they studied, (2) study credibility is determined not by a particular research design but by its execution, (3) evidence from carefully controlled experimental settings may not reflect the benefits and harms observed in everyday practice, and (4) too few high-quality, relevant random assignment studies were available.

The Top Tier initiative states a preference for studies that test interventions in typical community settings over those run under ideal conditions but does not explicitly assess the quality (or fidelity) of program implementation. The requirement that results be shown in two or more randomized studies is an effort to demonstrate the applicability of intervention effects to other settings. However, four other review initiatives do explicitly assess intervention fidelity—the Community Guide, MPG, NREPP, and PRS—through either describing in detail the intervention’s components or measuring participants’ level of exposure. Poor implementation fidelity can weaken a study’s ability to detect an intervention’s potential effect and thus lessen confidence in the study as a true test of the intervention model. EPC and the Community Guide assess how well a study’s selection of population and setting matched those in which it is likely to be applied; any notable differences in conditions would undermine the relevance or generalizability of study results to what can be expected in future applications.
All seven initiatives have experienced researchers with methodological and subject matter expertise rate the studies and use written guidance or codebooks to help ensure ratings consistency. Codebooks varied but most were more detailed than the Top Tier Checklist. Most of the initiatives also provided training to ensure consistency of ratings across reviewers. In each initiative, two or more reviewers rate the studies independently and then reach consensus on their ratings in consultation with other experts (such as consultants to or supervisors of the review). After the Top Tier initiative’s staff screening review, staff and one advisory panel member independently review the quality of experimental evidence available on an intervention, before the panel as a group discussed and voted on whether it met the top tier standard. However, because the panel members did not independently rate study quality or the body of evidence, it is unknown how much of the variation in their overall assessment of the interventions reflected differences in their application of the criteria making up the Top Tier standard.

Broad Scope Fails to Focus on Effectiveness in Achieving Specific Outcomes

The Top Tier initiative’s topic selection, emphasis on long-term effects, and narrow evidence criteria combine to provide limited information on the effectiveness of approaches for achieving specific outcomes. It is standard practice in research and evaluation syntheses to pose a clearly defined research question—such as, Which interventions have been found effective in achieving specific outcomes of interest for a specific population?—and then assemble and summarize the credible, relevant studies available to answer that question.\(^\text{19}\) A well-specified research question clarifies the objective of the research and guides the selection of eligibility criteria for including studies in a systematic evidence review. In addition, some critics of systematic reviews in health care recommend using the intervention’s theoretical framework or logic model to guide analyses toward answering questions about how and why an intervention works when it does.\(^\text{20}\) Evaluators often construct a logic model—a diagram
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showing the links between key intervention components and desired results—to explain the strategy or logic by which it is expected to achieve its goals.21 The Top Tier initiative’s approach focuses on critically appraising and summarizing the evidence without having first formulated a precise, unambiguous research question and the chain of logic underlying the interventions’ hypothesized effects on the outcomes of interest.

Neither of the Top Tier initiative’s topic selections—interventions for children ages 0–6 or youths ages 7–18—identify either a particular type of intervention, such as preschool or parent education, or a desired outcome, such as healthy cognitive and social development or prevention of substance abuse, that can frame and focus a review as in the other effectiveness reviews. The other initiatives have a clear purpose and focus: learning what has been effective in achieving a specific outcome or set of outcomes (for example, reducing youth involvement in criminal activity). Moreover, recognizing that an intervention might be successful on one outcome but not another, EPC, NREPP, and WWC rate the effectiveness of an intervention by each outcome. Even EPC, whose scope is the broadest of the initiatives we reviewed, focuses individual reviews by selecting a specific healthcare topic through a formal process of soliciting and reviewing nominations from key stakeholders, program partners, and the public. Their criteria for selecting review topics include disease burden for the general population or a priority population (such as children), controversy or uncertainty over the topic, costs associated with the condition, potential impact for improving health outcomes or reducing costs, relevance to federal health care programs, and availability of evidence and reasonably well-defined patient populations, interventions, and outcome measures.

The Top Tier initiative’s emphasis on identifying interventions with long-term effects—up to 15 years later for some early childhood interventions—also leads away from focusing on how to achieve a specific outcome and could lead to capitalizing on chance results. A search for interventions with “sustained effects on important life outcomes,” regardless of the content area, means assembling results on whatever outcomes—special education placement, high school graduation, teenage pregnancy, employment, or criminal arrest—the studies happen to have measured. This is of concern because it is often not clear why some long-
term outcomes were studied for some interventions and not others. Moreover, focusing on the achievement of long-term outcomes, without regard to the achievement of logically related short-term outcomes, raises questions about the meaning and reliability of those purported long-term program effects. For example, without a logic model or hypothesis linking preschool activities to improving children’s self-control or some other intermediate outcome, it is unclear why one would expect to see effects on their delinquent behavior as adolescents. Indeed, one advisory panel member raised questions about the mechanism behind long-term effects measured on involvement in crime when effects on more conventional (for example, academic) outcomes disappeared after a few years. Later, he suggested that the panel should consider only outcomes the researcher identified as primary. Coalition staff said that reporting chance results is unlikely because the Top Tier criteria require the replication of results in multiple (or multi-site) studies, and they report any nonreplicated findings as needing confirmation in another study.

Unlike efforts to synthesize evaluation results in some systematic evidence reviews, the Top Tier initiative examines evidence on each intervention independently, without reference to similar interventions or, alternatively, to different interventions aimed at the same goal. Indeed, of the initiatives we reviewed, only EPC and the Community Guide directly compare the results of several similar interventions to gain insight into the conditions under which an approach may be successful. (WWC topic reports display effectiveness ratings by outcome for all interventions they reviewed in a given content area, such as early reading, but do not directly compare their approaches.) These two initiatives explicitly aim to build knowledge about what works in an area by developing logic models in advance to structure their evaluation review by defining the specific populations and outcome measures of interest. A third, MPG, considers the availability of a logic model and the quality of an intervention’s research base in rating the quality of its evidence. Where appropriate evidence is available, EPCs conduct comparative effectiveness studies that directly compare the effectiveness, appropriateness, and safety of alternative approaches (such as drugs or medical procedures) to achieving the same health outcome. Officials at the other initiatives explained that they did not compare or combine results from different interventions because they did not find them similar enough to treat as replications of the same approach. However, most initiatives post the results of their reviews on their Web sites by key characteristics of the intervention (for example, activities or setting), outcomes measured, and population, so that viewers can search for particular types of interventions or compare their results.
Narrow Evidence Criteria Yield Limited Guidance for Practitioners

The Top Tier initiative’s narrow primary criterion for study design quality—randomized experiments only—diverges from the other initiatives and limits the types of interventions they considered. In addition, the exclusivity of its top tier standard also diverges from the more common approach of rating the credibility of study findings along a continuum and resulted in the panel’s recommending only 6 of 63 interventions for ages 0–18 reviewed as providing “sizable, sustained effects on important life outcomes.” Thus, although they are not their primary audience, the Top Tier initiative provides practitioners with limited guidance on what works.

Two basic dimensions are assessed in effectiveness reviews: (1) the credibility of the evidence on program impact provided by an individual study or body of evidence, based on research quality and risk of bias in the individual studies, and (2) the size and consistency of effects observed in those studies. The six other evidence reviews report the credibility of the evidence on the interventions’ effectiveness in terms of their level of confidence in the findings—either with a numerical score (0 to 4, NREPP) or on a scale (high, moderate, low, or insufficient, EPC). Scales permit an initiative to communicate intermediate levels of confidence in an intervention’s results and to distinguish approaches with “promising” evidence from those with clearly inadequate evidence. Federal officials from initiatives using this more inclusive approach indicated that they believed that it provides more useful information and a broader range of choices for practitioners and policy makers who must decide which intervention is most appropriate and feasible for their local setting and available resources. To provide additional guidance to practitioners looking for an intervention to adopt, NREPP explicitly rates the interventions’ readiness for dissemination by assessing the quality and availability of implementation materials, resources for training and ongoing support, and the quality assurance procedures the program developer provides.

Some initiatives, like Top Tier, provide a single rating of the effectiveness of an intervention by combining ratings of the credibility and size (and consistency, if available) of intervention effects. However, combining scores creates ambiguity in an intermediate strength of evidence rating—it could mean that reviewers found strong evidence of modest effects or weak evidence of strong effects. Other initiatives report on the credibility of results and the effect sizes separately. For example, WWC reports three summary ratings for an intervention’s result on each outcome measured: an improvement index, providing a measure of the size of the intervention’s effect; a rating of effectiveness, summarizing both study quality and the size and consistency of effects; and an extent of evidence
rating, reflecting the number and size of effectiveness studies reviewed. Thus, the viewer can scan and compare ratings on all three indexes in a list of interventions rank-ordered by the improvement index before examining more detailed information about each intervention and its evidence of effectiveness.

**Randomized Experiments Can Provide the Most Credible Evidence of Effectiveness under Certain Conditions**

In our review of the literature on program evaluation methods, we found general agreement that well-conducted randomized experiments are best suited for assessing intervention effectiveness where multiple causal influences lead to uncertainty about what has caused observed results but, also, that they are often difficult to carry out. Randomized experiments are considered best suited for interventions in which exposure to the intervention can be controlled and the treatment and control groups’ experiences remain separate, intact, and distinct throughout the study. The evaluation methods literature also describes a variety of issues to consider in planning an evaluation of a program or of an intervention’s effectiveness, including the expected use of the evaluation, the nature and implementation of program activities, and the resources available for the evaluation. Selecting a methodology follows, first, a determination that an effectiveness evaluation is warranted. It then requires balancing the need for sufficient rigor to draw firm conclusions with practical considerations of resources and the cooperation and protection of participants. Several other research designs are generally considered good alternatives to randomized experiments, especially when accompanied by specific features that help strengthen conclusions by ruling out plausible alternative explanations.

**Conditions Necessary for Conducting Effectiveness Evaluations**

In reviewing the literature on evaluation research methods, we found that randomized experiments are considered appropriate for assessing intervention effectiveness only after an intervention has met minimal requirements for an effectiveness evaluation—that the intervention is important, clearly defined, and well-implemented and the evaluation itself is adequately resourced. Conducting an impact evaluation of a social intervention often requires the expenditure of significant resources to both collect and analyze data on program results and estimate what would have happened in the absence of the program. Thus, impact evaluations need not be conducted for all interventions but reserved for when the effort and cost appear warranted. There may be more interest in an impact evaluation when the intervention addresses an important problem, there is interest in adopting the intervention elsewhere, and preliminary evidence suggests its effects may be positive, if uncertain. Of course, if the
intervention’s effectiveness were known, then there would be no need for an evaluation. And if the intervention was known or believed to be ineffective or harmful, then it would seem wasteful as well as perhaps unethical to subject people to such a test. In addition to federal regulations concerning the protection of human research subjects, the ethical principles of relevant professional organizations require evaluators to try to avoid subjecting study participants to unreasonable risk, harm, or burden. This includes obtaining their fully informed consent.22

An impact evaluation is more likely to provide useful information about what works when the intervention consists of clearly defined activities and goals and has been well implemented. Having clarity about the nature of intended activities and evidence that critical intervention components were delivered to the intended targets helps strengthen confidence that those activities caused the observed results; it also improves the ability to replicate the results in another study. Confirming that the intervention was carried out as designed helps rule out a common explanation for why programs do not achieve their goals; when done before collecting expensive outcome data, it can also avoid wasting resources. Obtaining agreement with stakeholders on which outcomes to consider in defining success also helps ensure that the evaluation’s results will be credible and useful to its intended audience. While not required, having a well-articulated logic model can help ensure shared expectations among stakeholders and define measures of a program’s progress toward its ultimate goals.

Regardless of the evaluation approach, an impact evaluation may not be worth the effort unless the study is adequately staffed and funded to ensure the study is carried out rigorously. If, for example, an intervention’s desired outcome consists of participants’ actions back on the job after receiving training, then it is critical that all reasonable efforts are made to ensure that high-quality data on those actions are collected from as many participants as possible. Significant amounts of missing data raises the possibility that the persons reached are different from those who were not reached (perhaps more cooperative) and thus weakens confidence that the observed results reflect the true effect of the intervention. Similarly, it is important to invest in valid and reliable measures of desired outcomes.

to avoid introducing error and imprecision that could blur the view of the intervention’s effect.

Interventions Where Random Assignment Is Well Suited

We found in our review of the literature on evaluation research methods that randomized experiments are considered best suited for assessing intervention effectiveness where multiple causal influences lead to uncertainty about program effects and it is possible, ethical, and practical to conduct and maintain random assignment to minimize the effect of those influences.

When Random Assignment Is Needed

As noted earlier, when factors other than the intervention are expected to influence change in the desired outcome, the evaluator cannot be certain how much of any observed change reflects the effect of the intervention, as opposed to what would have occurred anyway without it. In contrast, controlled experiments are usually not needed to assess the effects of simple, comparatively self-contained processes like processing income tax returns. The volume and accuracy of tax returns processed simply reflect the characteristics of the returns filed and the agency’s application of its rules and procedures. Thus, any change in the accuracy of processed returns is likely to result from change in the characteristics of either the returns or the agency’s processes. In contrast, an evaluation assessing the impact of job training on participants’ employment and earnings would need to control for other major influences on those outcomes—features of the local job market and the applicant pool. In this case, randomly assigning job training applicants (within a local job market) to either participate in the program (forming the treatment group) or not participate (forming the control group) helps ensure that the treatment and control groups will be equally affected.

When Random Assignment Is Possible, Ethical, and Practical

Random assignment is, of course, suited only to interventions in which the evaluator or program manager can control whether a person, group, or other entity is enrolled in or exposed to the intervention. Control over program exposure rules out the possibility that the process by which experimental groups are formed (especially, self-selection) may reflect preexisting differences between them that might also affect the outcome variable and, thus, obscure the treatment effect. For example, tobacco smokers who volunteer for a program to quit smoking are likely to be more highly motivated than tobacco smokers who do not volunteer. Thus, smoking cessation programs should randomly assign volunteers to receive services and compare them to other volunteers who do not receive services to avoid confounding the effects of the services with the effects of volunteers’ greater motivation.
Random assignment is well suited for programs that are not universally available to the entire eligible population, so that some people will be denied access to the intervention in any case. This addresses one concern about whether a control group experiment is ethical. In fact, in many field settings, assignment by lottery has often been considered the most equitable way to assign individuals to participate in programs with limits on enrollment. Randomized experiments are especially well suited to demonstration programs for which a new approach is tested in a limited way before committing to apply it more broadly. Another ethical concern is that the control group should not be harmed by withholding needed services, but this can be averted by providing the control group with whatever services are considered standard practice. In this case, however, the evaluation will no longer be testing whether a new approach is effective at all; it will test whether it is more effective than standard practice.

Random assignment is also best suited for interventions in which the treatment and control groups’ experiences remain separate, intact, and distinct throughout the life of the study so that any differences in outcomes can be confidently attributed to the intervention. It is important that control group participants not access comparable treatment in the community on their own (referred to as contamination). Their doing so could blur the distinction between the two groups’ experiences. It is also preferred that control group and treatment group members not communicate, because knowing that they are being treated differently might influence their perceptions of their experience and, thus, their behavior. Sometimes people selected for an experimental treatment are motivated by the extra attention they receive; sometimes those not selected are motivated to work harder to compete with their peers. Thus, random assignment works best when participants have no strong beliefs about the advantage of the intervention being tested and information about their experimental status is not publicly known. For example, in comparing alternative reading curriculums in kindergarten classrooms, an evaluator needs to ensure that the teachers are equally well trained and do not have preexisting conceptions about the “better” curriculum. Sometimes this is best achieved by assigning whole schools—rather than individuals or classes—to the treatment and control groups, but this can become very expensive, since appropriate statistical analyses now require about as many schools to participate in a study as the number of classes participating in the simpler design.

Interventions are well suited for random assignment if the desired outcomes occur often enough to be observed with a reasonable sample
size or study length. Studies of infrequent but not rare outcomes—for
example, those occurring about 5 percent of the time—may require
moderately large samples (several hundred) to allow the detection of a
difference between the experimental and control groups. Because of the
practical difficulties of maintaining intact experimental groups over time,
randomized experiments are also best suited for assessing outcomes that
occur within 1 to 2 years after the intervention, depending on the
circumstances. Although an intervention’s key desired outcome may be a
social, health, or environmental benefit that takes 10 or more years to fully
develop, it may be prohibitively costly to follow a large enough proportion
of both experimental groups over that time to ensure reliable results.
Evaluators may then rely on intermediate outcomes, such as high-school
graduation, as an adequate outcome measure rather than accepting the
costs of directly measuring long-term effects on adult employment and
earnings.

Interventions for Which
Random Assignment Is Not
Well Suited

Random assignment is not appropriate for a range of programs in which
one cannot meet the requirements that make this strategy effective. They
include entitlement programs or policies that apply to everyone,
interventions that involve exposure to negative events, or interventions for
which the evaluator cannot be sure about the nature of differences
between the treatment and control groups’ experiences.

Random Assignment Is Not
Possible

For a few types of programs, random assignment to the intervention is not
possible. One is when all eligible individuals are exposed to the
intervention and legal restrictions do not permit excluding some people in
order to form a comparison group. This includes entitlement programs
such as veterans’ benefits, Social Security, and Medicare, as well as
programs operating under laws and regulations that explicitly prohibit (or
require) a particular practice.

A second type of intervention for which random assignment is precluded
is broadcast media communication where the individual—rather than the
researcher—controls his or her exposure (consciously or not). This is true
of radio, television, billboard, and Internet programming, in which the
individual chooses whether and how long to hear or view a message or
communication. To evaluate the effect of advertising or public service
announcements in broadcast media, the evaluator is often limited to
simply measuring the audience’s exposure to it. However, sometimes it is
possible to randomly assign advertisements to distinct local media
markets and then compare their effects to other similar but distinct local
markets.
A third type of program for which random assignment is generally not possible is comprehensive social reforms consisting of collective, coordinated actions by various parties in a community—whether school, organization, or neighborhood. In these highly interactive initiatives, it can be difficult to distinguish the activities and changes from the settings in which they take place. For example, some community development partnerships rely on increasing citizen involvement or changing the relationships between public and private organizations in order to foster conditions that are expected to improve services. Although one might randomly assign communities to receive community development support or not, the evaluator does not control who becomes involved or what activities take place, so it is difficult to trace the process that led to any observed effects.

Random assignment is often not accepted for testing interventions that prevent or mitigate harm because it is considered unethical to impose negative events or elevated risks of harm to test a remedy’s effectiveness. Thus, one must wait for a hurricane or flood, for example, to learn if efforts to strengthen buildings prevented serious damage. Whether the evaluator is able to randomly apply different approaches to strengthening buildings may depend on whether the approaches appear to be equally likely to be successful in advance of a test. In some cases, the possibility that the intervention may fail may be considered an unacceptable risk. When evaluating alternative treatments for criminal offenders, local law enforcement officers may be unwilling to assign the offenders they consider to be the most dangerous to the less restrictive treatments.

As implied by the previous discussion of when random assignment is well suited, it may simply not be practical in a variety of circumstances. It may not be possible to convince program staff to form control groups by simple random assignment if it would deny services to some of the neediest individuals while providing service to some of the less needy. For example, individual tutoring in reading would usually be provided only to students with the lowest reading scores. In other cases, the desired outcome may be so rare or take so long to develop that the required sample sizes or prospective tracking of cases over time would be prohibitively expensive.

Finally, the evaluation literature cautions that as social interventions become more complex, representing a diverse set of local applications of a broad policy rather than a common set of activities, randomized experiments may become less informative. When how much of the intervention is actually delivered, or how it is expected to work, is
influenced by characteristics of the population or setting, one cannot be sure about the nature of the difference between the treatment and control group experiences or which factors influenced their outcomes. Diversity in the nature of the intervention can occur at the individual level, as when counselors draw on their experience to select the approach they believe is most appropriate for each patient. Or it can occur at a group level, as when grantees of federal flexible grant programs focus on different subpopulations as they address the needs of their local communities. In these cases, aggregating results over substantial variability in what the intervention entails may end up providing little guidance on what, exactly, works.

In our review of the literature on evaluation research methods, we identified several alternative methods for assessing intervention effectiveness when random assignment is not considered appropriate—quasi-experimental comparison group studies, statistical analyses of observational data, and in-depth case studies. Although experts differed in their opinion of how useful case studies are for estimating program impacts, several other research designs are generally considered good alternatives to randomized experiments, especially when accompanied by specific features that help strengthen conclusions by ruling out plausible alternative explanations.

Quasi-experimental comparison group designs resemble randomized experiments in comparing the outcomes for treatment and control groups, except that individuals are not assigned to those groups randomly. Instead, unserved members of the targeted population are selected to serve as a control group that resembles the treatment group as much as possible on variables related to the desired outcome. This evaluation design is used with partial coverage programs for which random assignment is not possible, ethical, or practical. It is most successful in providing credible estimates of program effectiveness when the groups are formed in parallel ways and not based on self-selection—for example, by having been turned away from an oversubscribed service or living in a similar neighborhood where the intervention is not available. This approach requires statistical analyses to establish groups’ equivalence at baseline.

Regression discontinuity analysis compares outcomes for a treatment and control group that are formed by having scores above or below a cut-point on a quantitative selection variable rather than through random assignment. When experimental groups are formed strictly on a cut-point
and group outcomes are analyzed for individuals close to the cut-point, the groups are left otherwise comparable except for the intervention. This technique is used where those considered most “deserving” are assigned to treatment, in order to address ethical concerns about denying services to those in need—for example, when additional tutoring is provided only to children with the lowest reading scores. The technique requires a quantitative assignment variable that users believe is a credible selection criterion, careful control over assignment to ensure that a strict cut-point is achieved, large sample sizes, and sophisticated statistical analysis.

Statistical Analyses of Observational Data

Interrupted time-series analysis compares trends in repeated measures of an outcome for a group before and after an intervention or policy is introduced, to learn if the desired change in outcome has occurred. Long data series are used to smooth out the effects of random fluctuations over time. Statistical modeling of simultaneous changes in important external factors helps control for their influence on the outcome and, thus, helps isolate the impact of the intervention. This approach is used for full-coverage programs in which it may not be possible to form or find an untreated comparison group, such as for change in state laws defining alcohol impairment of motor vehicle drivers (“blood alcohol concentration” laws). But because the technique relies on the availability of comparable information about the past—before a policy changed—it may be limited to use near the time of the policy change. The need for lengthy data series means it is typically used where the evaluator has access to long-term, detailed government statistical series or institutional records.

Observational or cross-sectional studies first measure the target population’s level of exposure to the intervention rather than controlling its exposure and then comparing the outcomes of individuals receiving different levels of the intervention. Statistical analysis is used to control for other plausible influences. Level of exposure to the intervention can be measured by whether one was enrolled or how often one participated or heard the program message. This approach is used with full-coverage programs, for which it is impossible to directly form treatment and control groups; nonuniform programs, in which individuals receive different levels of exposure (such as to broadcast media); and interventions in which outcomes are observed too infrequently to make a prospective study practical. For example, an individual’s annual risk of being in a car crash is so low that it would be impractical to randomly assign (and monitor) thousands of individuals to use (or not use) their seat belts in order to assess belts’ effectiveness in preventing injuries during car crashes.
Because there is no evaluator control over assignment to the intervention, this approach requires sophisticated statistical analyses to limit the influence of any concurrent events or preexisting differences that may be associated with why people had different exposure to the intervention.

### In-depth Case Studies

Case studies have been recommended for assessing the effectiveness of complex interventions in limited circumstances when other designs are not available. In program evaluation, in-depth case studies are typically used to provide descriptive information on how an intervention operates and produces outcomes and, thus, may help generate hypotheses about program effects. Case studies may also be used to test a theory of change, as when the evaluator specifies in advance the expected processes and outcomes, based on the program theory or logic model, and then collects detailed observations carefully designed to confirm or refute that model. This approach has been recommended for assessing comprehensive reforms that are so deeply integrated with the context (for example, the community) that no truly adequate comparison case can be found. To support credible conclusions about program effects, the evaluator must make specific, refutable predictions of program effects and introduce controls for, or provide strong arguments against, other plausible explanations for observed effects. However, because a single case study most likely cannot provide credible information on what would have happened in the absence of the program, our experts noted that the evaluator cannot use this design to reliably estimate the magnitude of a program’s effect.

### Features That Can Strengthen Any Effectiveness Evaluation

Reviewing the literature and consulting with evaluation experts, we identified additional measurement and design features that can help strengthen conclusions about an intervention’s impact from both randomized and nonrandomized designs. In general, they involve collecting additional data and targeting comparisons to help rule out plausible alternative explanations of the observed results. Since all evaluation methods have limitations, our confidence in concluding that an
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intervention is effective is strengthened when the conclusion is supported by multiple forms of evidence.

Although collecting baseline data is an integral component of the statistical approaches to assessing effectiveness discussed above, both experiments and quasi-experiments would benefit from including pretest measures on program outcomes as well as other key variables. First, by chance, random assignment may not produce groups that are equivalent on several important variables known to correlate with program outcomes, so their baseline equivalence should always be checked. Second, in the absence of random assignment, ensuring the equivalence of the treatment and control groups on measures related to the desired outcome is critical. The effects of potential self-selection bias or other preexisting differences between the treatment and control groups can be minimized through selection modeling or “propensity score analysis.” Essentially, one first develops a statistical model of the baseline differences between the individuals in the treatment and comparison groups on a number of important variables and then adjusts the observed outcomes for the initial differences between the groups to identify the net effect of the intervention.

Extending data collection either before or after the intervention can help rule out the influence of unrelated historical trends on the outcomes of interest. This is in principle similar to interrupted time-series analysis, yielding more observations to allow analysis of trends in outcomes over time in relation to the timing of program activities. For example, one could examine whether the outcome measure began to change before the intervention could plausibly have affected it, in which case the change was probably influenced by some other factor.

Another way to attempt to rule out plausible alternative explanations for observed results is to measure additional outcomes that are or are not expected to be influenced by the treatment, based on program theory. If one can predict a relatively unique pattern of expected outcomes for the intervention, in contrast to an alternative explanation, and if the study confirms that pattern, then the alternative explanation becomes less plausible.

In comparison group studies, the nature of the effect one detects is defined by the nature of the differences between the experiences of the treatment and control groups. For example, if the comparison group receives no assistance at all in gaining employment, then the evaluation can detect the full effect of all the employment assistance (including child

Collecting Additional Data

Targeting Comparisons
care) the treatment group receives. But if the comparison group also receives child care, then the evaluation can detect only the effect, or value added, of employment assistance above and beyond the effect of child care. Thus, one can carefully design comparisons to target specific questions or hypotheses about what is responsible for the observed results and control for specific threats to validity. For example, in evaluating the effects of providing new parents of infants with health consultation and parent training at home, the evaluator might compare them to another group of parents receiving only routine health check-ups to control for the level of attention the first group received and test the value added by the parent training.

Sometimes the evaluator can capitalize on natural variations in exposure to the intervention and analyze the patterns of effects to learn more about what is producing change. For example, little or no change in outcomes for dropouts—participants who left the program—might reflect either the dropouts' lower levels of motivation compared to other participants or their reduced exposure to the intervention. But if differences in outcomes are associated with different levels of exposure for administrative reasons (such as scheduling difficulties at one site), then those differences may be more likely to result from the intervention itself.

Gathering a Diverse Body of Evidence

As reflected in all the review initiatives we identified for this report, conclusions drawn from findings across multiple studies are generally considered more convincing than those based on a single study. The two basic reasons for this are that (1) each study is just one example of many potential experiences with an intervention, which may or may not represent that broader experience, and (2) each study employs one particular set of methods to measure an intervention’s effect, which may be more or less likely than other methods to detect an effect. Thus, an analysis that carefully considers the results of diverse studies of an intervention is more likely to accurately identify when and for whom an intervention is effective.

A recurring theme in the evaluation literature is the tradeoffs made in constructing studies to rigorously identify program impact by reducing the influence of external factors. Studies of interventions tested in carefully controlled settings, a homogenous group of volunteer participants, and a comparison group that receives no services at all may not accurately portray the results that can be expected in more typical operations. To obtain a comprehensive, realistic picture of intervention effectiveness, reviewing the results of several studies conducted in different settings and populations, or large multisite studies, may help ensure that the results
observed are likely to be found, or replicated, elsewhere. This is particularly important when the characteristics of settings, such as different state laws, are expected to influence the effectiveness of a policy or practice applied nationally. For example, states set limits on how much income a family may have while receiving financial assistance, and these limits—which vary considerably from state to state—strongly influence the proportion of a state’s assistance recipients who are currently employed. Thus, any federal policy regarding the employment of recipients is likely to affect one state’s caseload quite differently from that of another.

Because every research method has inherent limitations, it is often advantageous to combine multiple measures or two or more designs in a study or group of studies to obtain a more comprehensive picture of an intervention. In addition to choosing whether to measure intermediate or long-term outcomes, evaluators may choose to collect, for example, student self-reports of violent behavior, teacher ratings of student disruptive behavior, or records of school disciplinary actions or referrals to the criminal justice system, which might yield different results. While randomized experiments are considered best-suited for assessing intervention impact, blended study designs can provide supplemental information on other important considerations of policy makers. For example, an in-depth case study of an intervention could be added to develop a deeper understanding of its costs and implementation requirements or to track participants’ experiences to better understand the intervention’s logic model. Alternatively, a cross-sectional survey of an intervention’s participants and activities can help in assessing the extent of its reach to important subpopulations.

The Coalition provides a valuable service in encouraging government adoption of interventions with evidence of effectiveness and in drawing attention to the importance of evaluation quality in assessing that evidence. Reliable assessments of the credibility of evaluation results require expertise in research design and measurement, but their reliability can be improved by providing detailed guidance and training. The Top Tier initiative provides another useful model in that it engages experienced evaluation experts to make these quality assessments.

Requiring evidence from randomized experiments as sole proof of an intervention’s effectiveness is likely to exclude many potentially effective and worthwhile practices for which random assignment is not practical. The broad range of studies assessed by the six federally supported
initiatives we examined demonstrates that other research designs can provide rigorous evidence of effectiveness if designed well and implemented with a thorough understanding of their vulnerability to potential sources of bias.

Assessing the importance of an intervention’s outcomes entails drawing a judgment from subject matter expertise—the evaluator must understand the nature of the intervention, its expected effects, and the context in which it operates. Defining the outcome measures of interest in advance, in consultation with program stakeholders and other interested audiences, may help ensure the credibility and usefulness of a review’s results. Deciding to adopt an intervention involves additional considerations—cost, ease of use, suitability to the local community, and available resources. Thus, practitioners will probably want information on these factors and on effectiveness when choosing an approach.

A comprehensive understanding of which practices or interventions are most effective for achieving specific outcomes requires a synthesis of credible evaluations that compares the costs and benefits of alternative practices across populations and settings. The ability to identify effective interventions would benefit from (1) better designed and implemented evaluations, (2) more detailed reporting on both the interventions and their evaluations, and (3) more evaluations that directly compare alternative interventions.

Agency and Third-Party Comments

The Coalition for Evidence-Based Policy provided written comments on a draft of this report, reprinted in appendix II. The Coalition stated it was pleased with the report’s key findings on the transparency of its process and its adherence to rigorous standards in assessing research quality. While acknowledging the complementary value of well-conducted nonrandomized studies as part of a research agenda, the Coalition believes the report somewhat overstates the confidence one can place in such studies alone. The Coalition and the Departments of Education and Health and Human Services provided technical comments that were incorporated as appropriate throughout the text. The Department of Justice had no comments.

We are sending copies of this report to the Secretaries of Education, Justice, and Health and Human Services; the Director of the Office of Management and Budget; and appropriate congressional committees. The
report is also available at no charge on the GAO Web site at http://www.gao.gov.

If you have questions about this report, please contact me at (202) 512-2700 or kingsburyn@gao.gov. Contacts for our offices of Congressional Relations and Public Affairs are on the last page. Key contributors are listed in appendix III.

Nancy Kingsbury, Ph.D.
Managing Director
Applied Research and Methods
Appendix I: Steps Seven Evidence-Based Initiatives Take to Identify Effective Interventions

<table>
<thead>
<tr>
<th>Search topic</th>
<th>Select studies</th>
<th>Review studies’ quality</th>
<th>Synthesize evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Evidence-Based Practice Centers at the Agency for Healthcare Research and Quality</td>
<td>Search for selected topics in health care services, pharmaceuticals, and medical devices through • Electronic databases • Major journals • Conference proceedings • Consultation with experts</td>
<td>Select • Randomized and quasi-experimental studies • Observational studies (e.g., cohort, case control)</td>
<td>A technical panel of expert physicians, content and methods experts, and other partners rates studies by outcome on • Study design and execution • Validity and reliability of outcome measures • Data analysis and reporting • Equivalence of comparison groups • Assessment of harm</td>
</tr>
</tbody>
</table>

2. Guide to Community Preventive Services at the Centers for Disease Control and Prevention | Search for selected population-based policies, programs, and health care system interventions to improve health and promote safety through • Electronic databases • Major journals • Conference proceedings • Consultation with experts | Select • Randomized and quasi-experimental studies • Observational studies (e.g., time series, case control) | In consultation with method and subject matter experts, two trained reviewers independently rate studies using standardized forms on • Study design and execution • Validity and reliability of outcome measures • Data analysis and reporting • Intervention fidelity • Selection of population and setting | Body of evidence is assessed on number of studies, study quality, and size and consistency of effects to classify evidence of effectiveness as • Strong • Sufficient • Insufficient |

3. HIV Prevention Research Synthesis at the Centers for Disease Control and Prevention | Search for interventions that prevent new HIV/AIDS infections or behaviors that increase the risk of infection through • Electronic databases • Major journals • Conference proceedings • Consultation with experts • Nominations solicited from the public | Select randomized and quasi-experimental studies with one or more positive outcomes | Pairs of trained reviewers—Ph.D.s or M.A.s in behavioral science and health related areas—indeed independently rate studies using standardized forms and codebook on • Study design and execution • Validity and reliability of outcome measures • Data analysis and reporting • Equivalence of comparison groups • Assessment of harm | Ratings of study quality and strength of findings are combined to classify interventions as • Best evidence • Promising evidence |
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#### 4. Model Programs Guide at the Office of Juvenile Justice and Delinquency Prevention

<table>
<thead>
<tr>
<th>Search topic</th>
<th>Select studies</th>
<th>Review studies’ quality</th>
<th>Synthesize evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search for prevention and intervention programs to reduce problem behaviors (juvenile delinquency, violence, substance abuse) in at-risk juvenile population through • Electronic databases • Nominations solicited from the public</td>
<td>Select randomized and quasi-experimental studies with one or more positive outcomes and documentation of program implementation (fidelity)</td>
<td>A 3-person panel with 2 external Ph.D. content area experts—with a codebook and consensual agreement—independently rate studies on • Study design and execution • Validity and reliability of outcome measures • Data analysis and reporting • Equivalence of comparison groups • Intervention fidelity • Conceptual framework (logic and research base)</td>
<td>Ratings are combined across review criteria—including consistency of evidence—to classify interventions as • Exemplary • Effective • Promising</td>
</tr>
</tbody>
</table>

#### 5. National Registry of Evidence-Based Programs and Practices at the Substance Abuse and Mental Health Services Administration

| Search for • Mental health promotion • Mental health treatment • Substance abuse prevention • Substance abuse treatment • Co-occurring disorders through • Electronic databases • Major journals • Nominations solicited from the public | Select randomized and quasi-experimental studies with one or more positive outcomes | Pairs of Ph.D. content specialists independently rate studies on • Study design and execution • Validity and reliability of outcome measures • Data analysis and reporting • Intervention fidelity Pairs of providers and implementation experts independently rate readiness for dissemination on • Implementation materials • Training and support resources • Quality assurance procedures | Summary research quality ratings (0–4) are provided for statistically significant outcomes. Interventions themselves are not rated. Scores on intervention readiness are averaged to provide a score of 0–4 |
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<table>
<thead>
<tr>
<th>Search topic</th>
<th>Select studies</th>
<th>Review studies’ quality</th>
<th>Synthesize evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>6. Top Tier Evidence Initiative at the Coalition for Evidence-Based Policy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search for early childhood (ages 0–6) and youth (ages 7–18) interventions through • Top evidence category of other evidence-based programs • Consultation with experts • Nominations solicited from the public</td>
<td>Select randomized studies with one or more positive outcomes</td>
<td>Team of M.A.s or Ph.D.s reviews studies and selects candidates for the advisory panel’s review. Team reviews and one advisory panel member rates studies on • Study design and execution • Validity and reliability of outcome measures • Data analysis and reporting • Equivalence of comparison groups</td>
<td>The advisory panel reviews studies and quality ratings and assesses size and sustainability of effects in order to classify as Top Tier</td>
</tr>
<tr>
<td><strong>7. What Works Clearinghouse at the Institute of Education Sciences</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search for interventions that improve student achievement in • Early childhood education • Reading • Mathematics • Adolescent literacy • Dropout prevention • English language instruction through • Electronic databases • Major journals • Conference proceedings • Consultation with experts • Nominations solicited from the public</td>
<td>Select randomized and quasi-experimental studies</td>
<td>Two Ph.D. research analysts independently rate each study using codebook on • Study design and execution • Validity and reliability of outcome measures • Data analysis and reporting</td>
<td>Across studies, ratings on quality of evidence and effect’s direction, magnitude, and statistical significance for each outcome are combined and classified as • Positive • Potentially positive • Mixed • None discernible • Potentially negative • Negative Number and size of studies are rated separately as • Small • Medium to large</td>
</tr>
</tbody>
</table>
The Coalition for Evidence-Based Policy is pleased with GAO’s confirmation of the Top Tier initiative’s adherence to rigorous standards and overall transparency.

The Coalition is pleased with the GAO report’s key findings that the Top Tier initiative’s criteria conform to general social science research standards (pp. 15-23), and that its process is mostly transparent (pp. 9-15). We also agree with its observation that the Top Tier initiative differs from common practice in its strong focus on randomized experiments, and would add that this was the initiative’s goal from the start. Indeed, its stated purpose is to identify interventions meeting the top tier standard set out in recent Congressional legislation: “well-designed randomized controlled trials [showing] sizeable, sustained effects on important ... outcomes” (e.g., Public Laws 110-161 and 111-4).

Consistent with our initiative’s unique focus on helping policymakers distinguish the relatively few interventions meeting this top evidentiary standard from the many that claim to, we have—as noted in the GAO report—identified 6 interventions as Top Tier out of the 63 reviewed thus far. The value of this process to policymakers is evidenced by the important impact these findings have already had on federal officials and legislation. For example, the initiative’s findings for the Nurse-Family Partnership (NFP) have helped to spur the Administration and Congress’ proposed national expansion of evidence-based home visitation. (The NFP study results are cited in the President’s FY 2010 budget.) Similarly, the initiative’s findings for the Carrera Adolescent Pregnancy Prevention program and Multidimensional Treatment Foster Care (MTFC) have helped inform the Administration and Congress’ proposed evidence-based teen pregnancy prevention program. (The MTFC study results are cited in the Senate’s FY 10 Labor-HHS-Education Appropriations Committee report.)

In fact, OMB Director Peter Orszag recently posted on the OMB website a summary of the Administration’s “two-tiered approach” to home visitation and teen pregnancy, which links to the Coalition’s website. The approach includes (i) funding for programs backed by strong evidence, which he identifies as “the top tier,” and (ii) additional funding for programs backed by “supportive evidence,” with a requirement for rigorous evaluation that, if positive, could move them into the top tier.

Consistent with this Administration approach, we recognize (and agree with GAO) that nonrandomized studies provide important value—in fact, in (i) informing policy decisions in areas where well-conducted randomized experiments are not feasible or not yet conducted; and (ii) identifying interventions that are particularly promising, and therefore ready to be evaluated in more definitive randomized experiments. We think the GAO report somewhat understates the confidence one can place in nonrandomized findings alone, per (i) a recent National Academies recommendation that evidence of effectiveness generally “cannot be considered definitive” without ultimate confirmation in well-conducted randomized experiments, “even if based on the next strongest designs,” and (ii) evidence that findings from nonrandomized studies are often overturned in definitive randomized experiments (see attachment). But the important and complementary value of well-conducted nonrandomized studies as part of an overall research agenda is a central theme of the Coalition’s approach to evidence-based policy reform.

In conclusion, we appreciate GAO’s thoughtful analysis, and will use its valuable observations to strengthen our initiative as it goes forward. Although the Congressionally-established top tier standard itself was not a main focus of the GAO report (as opposed to our process), we have attached some brief background on the standard and the reasons we support its use as an important element of appropriate policy initiatives.

Jon Baron, President
The Congressionally-established Top Tier evidence standard is based on a well-established concept in the scientific community, and strong evidence regarding the importance of random assignment.

Congress’ Top Tier standard is based on a concept well-established in the scientific community—that when results of multiple (or multisite) well-conducted randomized experiments, carried out in real-world community settings, are available for a particular intervention, they generally comprise the most definitive evidence regarding that intervention’s effectiveness. The standard further recognizes a key concept articulated in a recent National Academies recommendation: although many research methods can help identify effective interventions, evidence of effectiveness generally “cannot be considered definitive” without ultimate confirmation in well-conducted randomized experiments, “even if based on the next strongest designs.”

Although promising findings in nonrandomized quasi-experimental studies are valuable for decisionmaking in the absence of stronger evidence, too often such findings are overturned in subsequent, more definitive randomized experiments. Reviews in medicine, for example, have found that 50-80% of promising results from phase II (mostly quasi-experimental) studies are overturned in subsequent phase III randomized trials. Similarly, in education, eight of the nine major randomized experiments sponsored by the Institute of Education Sciences since its creation in 2002 have found weak or no positive effects for the interventions being evaluated—interventions which, in many cases, were based on promising, mostly quasi-experimental evidence (e.g., the LETRS teacher professional development program for reading instruction). Systematic “design replication” studies comparing well-conducted randomized experiments with quasi-experiments in welfare, employment, and education policy have also found that many widely-used and accepted quasi-experimental methods produce unreliable estimates of program impact.

Thus, we support use of the Top Tier standard as a key element of policy initiatives seeking to scale up interventions backed by the most definitive evidence of sizeable, sustained effects, in areas where such proven interventions already exist. The standard has a strong basis in scientific authority and evidence, as reflected, for example, in the recent National Academies recommendation.
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