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PREFACE

Thic 18 one of a series of methodology transfer papers
developec by the Institute for Program Evaluation. The purpose
of a methodology transfer paper is to provide GAO evaluators
with a clear and comprehensive background of the basic concepts
of an evaluation methodology. Additionglly, general and spe-
cific applications and procedures for using the evaluation
methodology are provided.

The paper defines and describes an evaluation method--
causal analysis. Causal analysis is not a panacea for evalua-
ting programs. Like all evaluation techniques, it has advan-
tages and limitations. Causal analysis i1s offered, however, as
one way to improve the quality of some GAO evaluations.

TO _THE READER

This paper is designed to be self-instructional. Through
reading it, you should be able to gain (1) an understanding of
the basic concepts and techniques for using causal analysis and
(2) the ability to recognize appropriate circumstances in a job
for using these techniques. The body of the paper contains, for
the most part, non-technical information. Appendix I is a glos-
sary of technical terms. Appendix II and appendix III should be
valuable to anyone who plans to make or wishes tu understand the
statistical calculations used in causal analysis. Appendix II
provides step—-by-step instructions for using the statistical

technique of path analysis. Appendix III presents an example of

applying causal analysis to the evaluation of prison parole out-
comes.

Portunately, an evaluator has several resources available
at GAO to help with any statistical analysis. The Specialized
Skills/Technical Assistance Group in the Institute for Program
Evaluation can provide direct support to an evaluator. Addi-
tionally, the evaluator has access, through any GAO computer
terminal, to statistical packages--such as SPSS (Statistical
Package for the Social Sciences)--that perform the statisti-
cal computations.

We would appreciate comments on the job-related usefulness
of this paper. A brief questionnaire 1s provided for this pur-
pose on a tear-out sheet on the last page.

OVERVIEW

Causal analysis helps an evaluator identify what affects
program results and to what extent. Causal analysis helps
answer quesgtions such as: What combination of program pro-
cedures, components, resources, and constraints causes a par-
ticular result? To what extent do economic, social, and politi-
cal factors affect a program?




Causal analysis is a two-phase process. The first phase--
causal modeling--can be used to describe assumed cause and
effect relationships between program outcome(s) and certain key
factors and activities from within and outside the program. The
second phase--path analysis--is used to analyze statistically
the assumed causal relations. This second phase may be infeasi-
ble because of data or other restrictions. Nevertheless, causal
modeling alone ens2dlec evaluators to develop a systematic under-
standing of assumed cause/effect relationships.

This paper describes and illuattateo applying causal analy-
sis in program evaluation. It presents a framework for modeling
cause and effect relationships, instructions for testing a
model'’'s adequacy and for estimating the relative strength of
direct and indirect influences, and examples of using the tech-
nique.

Chapter 1 discusses the concept of causality and its rele-
vance to program evaluators. It specifies three conditions that
should be analyzed before inferring that a cau-al relationship
exists between two phenomena.

Chapter 2 presents an approach !or constructing causal
models for program evaluation. This approach requires evalua-
tors to:

 e=astablish the evaluation's scope and focus by
specifying a finite set of variables,

--make assumptions about the selected variables'
causal interrelatedness and about the effects
of known variables that are omitted, and

-=test the model‘'s adequacy by determining whether
it is consistent with data. _

Path analysis, described in chapter 3, is a statistical
technique that can be used to test a causal model'’'s adegquacy
based on predetermined criteria. This technique requires con-
structing a "path diagram” of the major variables and their
relationships, calculating the magnitude of the assumed causal
associations, analyzing and revising the assumptions, and inter-
preting the final path diagram. This chapter defines path
analysis and discusses data requirements and potential applica-
tions in program evaluation.

Chapter 4 discusses potential applications of causal analy-
sis in program evaluation. It examines three general evaluation
situations in vhich the technique can be applied:

-~-to £ind out if an observed effect was really due
t0o a program or activity,

--to identify a program's effects, or

i1



-=-to understand why a program had a consequence
other than what was expected.

Exanples and a few variations of these situations are presented
to show how causal modeles could be specified and how path
analysis may be used. Finally, some of the limitations of -
causal analysis are discussed.

Many people contributed to this document via the review
process. In particular, we benefited from peer reviews by four-
teen staff from the Institute for Prograa Evaluation and from.
outside reviews by Hubert Blalock (University of Washington),
Saul Gass (University of Maryland), Larry Gordon (University of

Maryland), and Michael Scriven {(University of San Praneioco).
We gratefully acknowledge their assistance.

The document was developed in the Methodology Development
and Data Assistance Group, under Keith F. Marvin, Associate
Director; by Bruce ¥W. Thompson, Group Director: and by Larry
Hodges, Team Leader, assisted by Teresa Spisak, Sandra Thibault,
and Patrick Dynes. The project also involved the efforts of
'Ro of our technical assistance group: Wayne Dow and Steve

Eleanor Chelimsky
Director, Institute
for Program Evaluation
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CHAPTER 1
INTRODUCTIQ!

This paper is for anyone who studies cause and o!foct.
relations. It describes and illustratea an approach for ezplain-
ing any phenomenon (effect) as the result of another phenomenon
(cause). The paper contains:

--an overview of causal analysis in evaluating
programs,

--an approach for modeling presumed cause and
effect relations,

| --a procedure, path analysis, for testing the
| adequacy of the model, and

~ -—gzanples of applyi.ng causal modeling and path
; analysis.

eamu»ty applies vhenever one phenomenon appsars to imply
the oecurrcne. of another. 8Scriven defines causation as the
relation bets mosquitos and mosquito bDites. The concept is

casily understood, nlti:ough it has never been satisfactorily .
defined. 1/

Several authors 2/ have spscified conditions that should be
met. to infer the existence of a causal relationship between iwo

] na or variables. Generally, a causal relationship can be
iriferred by analyzings:

'} 1. how the phenomena are ordered in time,
2. wvhether they are relates or associated, and

_ 3. whether the re].at:l.onohip is due to chance or
other factors.

In the first condition, one phenomencn may pr-cecd‘e the

¥ other or the two may occur simultaneocusly. For example,
-tr:l."king a bell, X, is followed by ringing of the bell, Y.

: Farthermore, if X causes Y, it does not follow that a change

A in Y produces a change in X. Thus, a change in rainfall may

g produce a change in wheat yislds, but a change in wheat yields
5}; doss not produce a change in rainfall. 3/

1/Scriven [8])., p. 19.

L : 2/8ee, for example, Ackoff [1], p. 16 and Asher [2], p. 11.
“ 3/Blalock (3], p. 10.



file:///ivmn

Additionally, two phenomena may occur simultaneously and
still be causally related. 1/ For example, one could study the
effect that a student's intelligence quotient (IQ) has on col-
lege grade point average (GPA).

Time seguence can indicate a causal relationship among dis-
crete phencwena, suth as striking a bell being followed by ring-
ing of the bell. BHowever, many phenomens such as population
growth and attitvde changes vary continucusiy. A causal rala-
tionship among continuocus phencmena may be inferred by analyzing
whether they are related or associated. _

Por the second condition, therefore, an evaluator looks for
a concomitant variation or covariation between X and Y: whether
changes in one phencmencn are accompanied by changes in the other.
PFor example, correlation analysis might show for scame general
population that the higher a student's IQ, the higher the GPA,
and, conversely, the lower the IQ, the lower the GPA. In this
example, IQ may be considered a "weak” cause since many other
variables affect GPA. Some of these variables may even act to
oboeum the association between Io and GPA.

Finally, the third condition tqn!.rol an evaluator to
demonstrate that the relationship of the phenomena is not due to
chance. This exemplifies the vou-kwn slogan that "correla-
tion is mno pmt of causation.” Thus, “spurious correlation®--

a relationship between two variables that are not causally inter-
rolam. mlthough they may at first appear t.o be-~ 18t be con-
sidered.

- Ackoff 2/ gives a good illustration of spuricus correlationm.
He cites the discovery that pecple who live in neighborhcods
having heavy scot-fall are more likely to contract tuberculosis
than pecple wvho live in neighborhoods having less socot-fall.
Based on this correlation, one researcher concluded that scot-
fall produced tuberculosis. Subssguent research, however,
showed that dietary deficiesmcies producc tuberculosis. l'urthor.
dietary deficiencies are likely to occur most fregqueatly among
low-income groups. Low-income groupe are likely to live in
low-rent districts. Districts have low reant, among other things,
because of hesavy soot-fall. Thus, soot-fall and tuberculosis
are accidentally, not causally related.

Causality has been defined in many ways and has been the
subject of consideradble philosophical discussion. Some philoso-
phers have cbjected to causal thinking because: “(1) causality
can never be verified empirically and (2) the notion of cause
and effect is far too simple to describe reality, with causal

2/Ackotf 1], p. 18.




laws being much more a property of the observer than of the real
world itself.” 1/ Nevertheless, others believe the mere question-
ing of “why" an event occurred implies causality. In addition,

as Cooley points out, "most of what is known about people and the
universe has not been based on experimentation, but on observa-
tion.” 2/ Cooley's philosophy is that to understand a process in
a way that will allow improvements, attention must be givan to
“developing methods for conducting explanatory observational stud-
ies.” Causation in this sense is an important :opic to evaluators.

CAUSAL THINKING AND PROGRAM EVALUATION

Generally, evaluators attempt to answer two types of ques-
tions. One is doocrig;ivc. The evaluator seeks t0 answer ques-
tions such as "What 1s?” or "How many?" For example, How many
clients were seen? What percent of the potential work force is
unemployed? How many accidents have occurred in the workplace?

The other type of question is explanato The evaluator asks
not what happened, but why it happenaa A- Hicks 3/ explains

“That is eauoation...ethtbiting the story, so far as we can, as
a logical process.”

Thus, causal thinking is an integral part of program evalua-
tion. GAO evaluators, for example, focus on cause and effect
reliationships in developing "findings” and when recommending pro-
gram improvements. 4/ When one knows why something happened--
the cause~--one can more readily determine how to prevent (or
facilitate) its recurrence. Consequently, the following process
is part of all GAO works

--Identify any deficiency by measuring the
condition observed against acceptable
criteria or norms.

-=Determine the effects or significance of the
deficiency.

-=Ascertain the causes of the deficiency.

Causal thinking--concluding that X causes Y--has at least
two important uses 5/ for consumerec of evaluative information.

1/Blalock and Blalock [4], p. 161.
2/JYreskog and S¥rbom (6], p. xvi.
3/nicks [5], p. ix.

4/u.s. ano [10], p. 10-12.
5/Hagel and Neef [7], pp. 182-183.




First, a manager can minimize undesirable effects or enhance
desirable effects of changes. For example, by knowing that
increased pretrial release will decrease guilty pleas and sub-
sequently increase the number of trials, a prosecutor can plan
hov to offset these costly effects through cther activities that
influence trial rates. A second use is when it is possible to
change X to have Y change in a certain direction. Por example,
it improving interracial equality of opportunicy is preceded by
and covaries or rclates directly with minority voter registra-
tion, efforts to increase minority voter regyistration should
improve racial equality of opportunity.

Bstablishing that X may cause Y can be difficult. Pew
events have single causes as implied in the brief examples above.
Purthermore, each event has multiple effects. According to Such-
man 1/ this concept suggests:

1. evaluating programs within the context of
other programs or events which may also
affect the desired objective;

2. 1identifying the factors which influence the
iniciated program activity and the inter-
vening events that may include effects other
than the desired one; and

3. examining the desired effects' own conse-
quaences, both short and long-term, desirable
and undesirable. '

S8ince complete explanation will never be possible because
of many iutervening variables, a pragmatic concept of causality
needs to be adopted. This requires, first, making reasonable
simplifying assumptions and developing moidels in which causal)ity
is only indirectly tested. Second, the model's adequacy can be
directly tested by using "path analysis,” a statistical technique
that allows inadequate models, which are not consistent with the
data, to be identified. This two-phase process is referred to
in this paper as "causal analysis.®
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CHAPTER 2

CONSTRUCTING CAUSAL MODELS

FOR PROGRAM EVALUATION

This chapter presents ah approach for postulating cause and
effect relationships for evaluating programs. The approach
requires formulating csuse and effect “theories," which are

essentially models of cause and effect sequences within the con-
text of a program.

Causality for evaluative research attempts to explain
successive events by formulating a set of assumed relationships,
which are then tested for validity or spuriousness. Thus, estab-
1ishing a model of causal association between variables in a time
sequence involves three distinct activities:

1. selecting a finite set of variables,

2. making assumptions about causal interrelations

among the variables and the effects of omitted
variables, and

3. teating the model'’'s adequacy.

These activities are no- discrete stages.  In general, all
activities go on simultaneously, are interactive, and are com-
pleted together. The modei, however, is frequently developed in

a discrete order.

SELECTING VARIABLES TO STUDY

Usually many variables would be interesting to study during
an evaluation. Selecting from among these variables often
depends on how well they can be measured, the cost of collecting
data, and the evaluator's prior knowledge of the subject. Most
evaluations, hovever, have limited rescurces, and, as Weiss 1/
says: it may be "more productive to focus on a few relevant
variables than to go on a wide-ranging fishing expedition.”
Nonetheless, one needs to be careful not to rationalize omitting
variables according to one's disciplinary biases, ideological
biases, or premature pragmatic considerations of research design.

How can evaluators balance these factors to determine the most
relevant and faalible variables?

Randers 2/ suggests establishing a ‘reference mode® and
some "basic mechanisms" to guide the modeling effort and limit

1/Weins [5], p. 47.

2/Randers [3], pp. 247-248.



the variables. First, identify the on-going process during a
particular time perind (the reference mode) and focus the eval-
uation on this process. For example, the "reference mode" could
be a change in student reading abilities afvsr beginning z pro-
gram of home visits by teachers. Second, describe the behavior
of certain key variables (the basic mechanisms of the process)
and Jiagram them, as depicted in figure 2.1.

Visits by teachers ‘ Achievement in
oy of school expects __g "
to pupil's homes tions and subsequent reading
support and encour-
spament

Teacher understanding
of home cuiture and
subsequent change in
pupil morale

Sourcs:  Adapted from Weiss [5] .p.50.

This section discusses points to consider when (1) estab-
lishing the evaluation's focus or reference mode and (2) specify-
ing the relevant variables that are basic to the reference mode.

Establishing the Evaluation's Focus

"An evaluation often begins with some statement of a “causal®™
relationship hypothesized between a program's activity and some
effect, such as "reassigning police to locations known to have a
high incidence of drunk drivers has decreased the number of
accidents, deaths, and injuries resulting from drunken driving.*”
The evaluator proceeds to verify the existence of the relation-
ship. It may be sufficient to conclude the effort at this
juncture if the evaluator needs only to know that the desired
or undesired effect is more likely to occur in the presence of
the program being evaluated than in its absence. However, there
is likely to be a need to know how or why a program works (or
does not work): where improvements in a program can be made
(especially when it is not achieving the expected results); or



whether program activities are more effective under certain
conditions, such as with particular kinds of clients. To gain
this information, the evaluator looks for “causal connections”
and determines how the program intervenes with and possibly
alters the causal chain.

Many programs may be viewed as interventions which attempt
to prevent certain undesirable effects or encourage desirable
ones. 1In this sense, programs are established to intervene in
a chain of events. Within this chain, Suchman 1/ describes three
major cause and effect subgroupings: (1) the relationship
between the precondition and causal variables, (2) the relation-
ship between the cause and effect variables, and (3) the rela-
tionship between the effect and the consequence variables as
shown in figure 2.2.

2.2 Suchman’s Model of Intes Verisble
Praconditions —————=*- Causss == Effgcts == Consaquences
Primary Secondery ) Tortiary
Intsrvention Intervention intarvention
(Prevention) (Trestment) (Rehahifitation)

Source: Suchmen [4], . 173.

_ To illustrate, many educational programs emphasize second-
ary intervention, such as teaching and training programs aimed
at decreasing the effects of ignorance or a lack of skill.
Additionally, there is increasing emphasis upon both tertiary
and primary intervention. Adult education and training programs,
tertiary intervention, are designed to reduce the consequences
of a lack of education, such as the inability to obtain a job.
Preschool programs, emphasizing primary intervention, aim at
environmental obstacles, such &s lack of good nutrition, which
may cause interference with educational achievements.

What the evaluator calls the independent {cause) or depend-
ent (effect) variable is ) rgely a matter of which segment of
this causal chain is selected for study. The choice is influ-
enced by the purpose of the study, particularly by considering
the study's intended users. In this regard, there are at least
three situations in which the question of a causal connection

1/Suchman [4], p. 173.



between an activity X and an event Y could arise:

l. Activity X occurred and theh event Y
occurred. Did X cavse Y? How? Why?

2. Activity X occurred. What resulted? Did
event ¥ result?

3. Activity X caused event Y. What are the
consequences?

The first situation is part of a classic evaluative activi-
ty in which the evaluator tries to answer the gquestion "How do
we know that the effect was really due to the program or activi-
ty?" Por example, returning to the police assignment example
cited above, how does an evaluator know that the decrease in
accidents, etc., was due to reassigning police and was not the
result of some other factor? Perhaps, a sudden increase in the
price of fuel or a major plant closing reduced the number of
adrivers on the road, thereby decreasing the probability of an
accident. Consequently, the evaluator tries to establish that
a relationship exists between the program activity and an ob-
served result and also looks for other factors outside the pro-
gram that may have influenced the result.

The second situation exists when an evaluator is asked to
find a program's effects. This is a "program results” review
vhere the evaluator identifies what the program is causing.
For example, the Agriculture Department‘'s Farmers Home Admini-
stration provides credit to rural Americans who are unable to
obtain credit from other sources at reasonable rates and terms.
The evaluator may attempt to find the number of eligible indi-
viduals who received credit. This information helps establish
a level of program effectiveness and possibly identify areas
for improved program performance.

In the third situation, it is presumed that the program or
activity has had an unexpected impact. Por example, driver edu-
cation programs are found to improve driving skills, but they
lead to teenagers driving at an earlier age, thereby increasing
the number of accidents. In this case, an evaluator must take
into account the interrelationships between program efforts and
the system in which people function. Therefore, rot only the

program effects, but, also the consequences of those effects
must be analyzed.

In summary, defining the situation establishes the evalua-
tion's scope, dictates the time frame, and indicates which vari-
ables and relationships to evaluate.

Specifying the Important Variables

Some thought and research is necessary prior to deciding on
vhtch variables to include in the causal analysis. The general

9



systems mcdel, ficure 2.3, is a2 cood® techniacue for focusino eon
the important variables. This nodel concentrates on three types
of verishles: inputs, processes, an® outputs.

Figwe 2.3 The Geners) Systems Model

Program inputs may include facters from within the proaran
that can bhe administratively cortrolled (interra) factors), as
well as factors that may impinge on prooran activities and that
are cutside the control of prooram a*ninistrators (external fac-
tors). The processes include program activities: formal and
planned functions, and informal and vnplanned functions. The
outputs may be unitary or nultiple, irtended and unintended,
po-%tive 2nd negative, and short-term and lono-term (see fiaure
2.‘ [ J .

o
[
: Logal or reguistory requirements
[ J
[ ]

Inputs

{ti
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After considering a wide range of possible variables,
evaluators often select relevant variables on the basis of what-
ever data are available at the moment. According to Elalock 1/
the obvious starting point is a "ca:eful reading of the litera-
ture, combined with a systematic listing of all important con-
cepts or variables and theoretical propositions linking these
variables.” The following sources of information are alsc use-
ful starting points for finding variables.

1. ram Personnel. Program personnel may be
1ntorv§%=;a'to Tearn whether anything about the
program has changed or whether anything unusual
has happened recently that might explain the pro-
gram outcome. Freguently, the occurrence of some
event that has been attributed to a program may
be at least partially the result of some new
development, such as a change in program funding
or staffing, new legislation or regulatory require-
ments, or a change in the mix of program partici-
pants.

2. fgggggggg_!;gggs_. An analysis of a pr.,ram's
performance tr “may show that the effectiveness
level is changing over time. Likewise, the analy-
sis may indicate periodic deviations that can ba
related to changes in the program’'s operating
environment. For example, weather conditions may
affect participation in an outdoor recreational
program.

3. Previous Evaluation Studies. Previous eval-
vation studies or audit reports may have already
identified many relevant variables. These docu-
ments may be obtained from program personnel or
from the group that conducted the study. If pro-
gram evaluations or audits have been performed,
the evaluation team should ascertain the status
and examine the relevance of the prior findings.
Parallels can be drawn reliably only by identi-
fying the essential characteristics of the present
outcome and seeking past program outcomes that
contain the same features. Unfortunately, it is
casy to conclude that a preserit situation is the
same as one in the past when that is not the case,

s0 extreme care should be exercised in observation,
examination, and measurement.

4. Causes of Similar Effects From Elsewhere.
Where relevant, looking at similar programs oOr
outcomes wmay help to identify variables. Por
example, in studying the potential impact of

1/Blalock [2], p. 28.
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rational health insurance legislation, it may be
useful to examine the experiences of countries
with similar programs. Such cases should be
examined carefully, however. Similar programs
may not be directly transferable, although some
may point to unanticipated variables.

There are no foolproof procedures for deciding which
variables to use; nor will the evaluator know for sure whether
or not all the relevant variables have been located. Some
advise 1/ emphasizing those aspects’ that are more or less manip-
ulable, and if feasible, those that the evaluator may deliberate-
ly change for evaluation purposes. Often, however, nonmanipulable
variables are also needed to explain thoroughly the effect.
Additionally, limit the relevant variables to those that have
immediate bearing upon the current program. One should not,
however, prematurely close the search for variables. Modified
and more complex models may later be introduced if data do not
fit the initial model.

The next step is to identify the significant relationships
among the possible causes and effect(s) being studied and con-
struct arrow diagrams. This step occurs concurrcntly vhile
selecting the relevant variables.

As variables and propositions are collected and consoli-
dated, a useful procedure is to construct an arrow diagram of
the major variables which also indicates the presumed links
among them. Arrow diagrams (also called path diagrams and flow
graphs) provide a bridge between verbal theories and algebraic
or structural equations. With arrow diagrams, the causal model
literally begins to take shape and the evaluator's assumpticas
become visible.

Constructing an arrow diagram involves graphically repre-
senting a cause and effect hypothesis by drawing arrows from
variables assumed to be causes to variables assumed to be

effects. Por example, if X is caused by both Y and Z, which are
independent of each other, the arrow diagram is:

v .

\x

/

.2

1/See, for example, Suchman (4], p. 108 and Weiss [5], p. 47.
12




An arrow shows that one variable is thought to affect the
other; the direction of the arrow shows the presumed direction
of influence. Such diagrams are read from left to right.

Sometimes Y and Z are assumed to be influencing each other,
but the specific direction is either unknown or inconsequential
for the analysis. In this case, they are connected by a two-
headed curved arrow. _

\-,
__—

4

in figure 2.5 the previously discussed program components
are arranged in an arrow diagram to show their causal relation-
ships. Using this model as a starting point, evaluators arrange
their program variables in a similar causal order: the internal
and external factors are assumed to be direct causes of program
activities, which, in turn, are assumed direct causes of program
results. Purthermcre, the program results have future impacts
on the original input factors at a later time. Impacts on in-
ternal factors are likely to be short-term (occurr’.ng within a
year or two). Impacts on external factors are likely to be
long-term (occurring after S-10 years). Evaluators need to be .
alert for these possible feedbacks.

Figure 25 Causal Relationships Within the Context of 8 Program

inputs Process : Outputs
Internal Factors
*Budgeting
o Staffing - .

o Clients — 1
oLqﬂonqubw IMPACTS
requirements I
\ Program Results

Program Activities *Unitary/multiple

olllhlmdlldum .mmmm
—
Extornel Factony
oPelitical P
. 1:, I.Trﬂ3
oSacial
*Physical
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When diagramming causal relationships, include all
reasonable direct paths. For example, an internal factor may
have a direct effect on the progzam result in addition to au
indirect effect through some program activity. Later, as the

theory is tested and revised (using path analysis), certain -
links may be deleted.

Pigure 2.6 is a causal model of a hypothetical prison
parole program. Although incomplete, it depicts the key factors
being conaidered and the assumptions being made. This figure
shows what is being hypothesized: parolee reintegration into
society may be influenced by community employment opportunities,
the parolee's environmment, community attitudes towards parolees,
as well as the parolee monitoring program itself.

When each set of events or factors is measured, it is pos-
‘sible to see what works and what édoesn’'t, for vhom it works and
for vhom it doesn’'t. 1If the predicted sequence of events does
not work out, further imctigation is needed.

2.8 Model of a Hypoth

]

R . |

{
|




In summary, an arrow diagram is a simple, systematic
approach for conceptualizing causality. If properly used, it
can furnish the evaluator with a logical way to consider the
full range of variables that should be included in an explana-
tion and to map out a presumed causal process.

TESTING A MODEL'S ADEQUACY

The "search £or causes™ now becomes iargely one of testing
hypothesized associations between the selected causes and
effect(s). As stated in chapter 1, three conditions need to de
exzamin:d before concluding that X causes Y:

1. how X and Y are ordered in time,
2. whether X and Y arec related or associated, and

3. whether the relationship between X and Y is due
to chance or to other factors.

In testing a causal mc3el, these conditions must be scru-
tinized. The first two conditions may not be troublescme, but
how can an evaluator know that all X's that affect Y directly or
indirectly have been found? One never knows for sure. Thus,
the third condition requires the evaluator to make certain sim=-
plifying assumptions and, in effect, admit that had another set
of variables been selected and different assumptions made, the
causal model might have looked quite different. According to
Blalocks: _

«s« there is nothing absolute about any parti-
cular model, nor is it true that if two models
make use of different variables, either one or
the other must in some sense be “wrong." 1/

Consegquently, causality cannot be demonstrated from any :
type of empirical information. Purthermore, establishing a sta-
tistical relationship {correlation) between two variabics does
not necessarily mean that one variable caused the other. Corre-
lation is not causation. HNevertheless, accumulated correlation
evidence can sometimes build a credible case for a causal rela-
tionship. Inferences concerning the inadequacy of causal models,
if they are not consistent with the data, can be made, thereby
regquiring the analyst to modify the model. A technique called
path analysis is a tool for doing this. _

SUMMARY

This chapter presented a procedure for analyzing cause and
effect situations which focuses on building a “"causal model” of

1/Blalock [1). p. 15.
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an evaluator's cause and effect assumptions. The evaluator
specifies a finite set of variables, makes assumptions akout
causil intorrelatedness, and tests their adequacy. If the
resultant model is inadequate, the evaluator mod:l.fics it until
confidence is attained in the model.

The models of causality that evaluators build are assertions
about the presence and the direction of some influvence for rela-
tionships between pairs of variables. Even with supportive data,
however, models cannot be “proved.” Empirical evidence can dis-
prove theories, but can never "prove” anything. There may be
alternative models that would provide equally plausible or better
interpretations of the available facts. Por an evaluation's
findings to be usefu) in policy making, it may be important to
demonstrate that the most obvious alternative models are not
supported better than the model in guestion.

' Even though causal explanations can never be absolutely
demonstrated empirically, they are thus still valuable. They
force an evaluator to think about the complexity of a task and
the 4ifficulty of understanding the inner workings of programs.
Moet importantly, they help develop the habit of establishing a
chain of logical assumptions. This can be of great use in pur-
suing the rational arguments which form the basis for evaluation.
In fact, if an analysis is conducted without a model, many impli-
cit assumptions are likely to remain hiddem. Purther, without a
diagram, the interrelationships anng the various causes are
ukoly to be ignored.
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CHAPTER 3
PATH ANALYSIS

path analysis is a statistical technique for estimating the
magnitude of links between variables in a causal model. 1It can
pe used with causal modeling, although it is not always necessary
or feasible. It provides evaluators with information for possi-
bly revising and better understanding the hypothesized relation-
ships. This chapter defines path analysis and discusses data
requirements and potential applications in program evaluation. 1/

WHAT IS PATH ANALYS1S?

Path analysis is a set of procedures for determining the
strength of direct and indirect causal associations. It involves
(1) constructing a diagram--usually part of a larger causal model,
" (2) calculating the magnitude of the assumed causal associationms,
(3) analyzing and revising assumptions, and (4) interpreting the
final path diagram. '

It uses regression analysis to estimate the strength of -
postulated causal telationihip' g/ and provides an overall esti-
mate of a model's explanatory power. More importantly, path
analysis helps to identify spurious relationships that may need
revising, and it permits estimating the magritude of indirect
causal paths. Decisions can be made on whether one variable in

a model influences another directly, through mediating variables,
or both. Additionally, the relative influence of direct and
indirect causal paths can be compared. 3/

Path analysis results in an arrow diagram (model) that
includes numbers (path coefficients) measuring the relative
strength of the paths. Higher numbers indicate stronger “"causes.”
Pigure 3.1 shows the result of using path analysis to evaluate a
teacher training program. According to this figure, teacher ori-
entation toward task accomplishment had the greatest effect on
democratic classroom control (.49), while the training program
had the least effect (-.02). A minus sign indicates that as one
variable increases in value, the other decreases. For example,

1/Por additional information on using gquantitative techniques in
GAO's work, see U.8. GAO [19], chapter 11.

2/Readers unfamiliar with the fundamental concepts of regression
analysis may want to read Kerlinger and Pedhaszur [8], pp. 1-
100. Appendix I is a glossary for readers unfamiliar with the
foew statistical terms used in this chapter. The first time
these terms appear in the text they are underlined.

3/Dye and Pollack [7], p. 1l13.
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the fioure points out that older teachere are less oriented
toward task accomplishment than younger teachers (-.50), 1/

Figure 3.1_Evaluation of Teacher Training

- 02
Training ~-.18
l 2
Toscher Ags _ I |
- -w 4‘
Teacher Orientation o Democratic
2 Towsrd Tk [—={ Classroom
- f'j Accomplishment Contro!
' T
Toatcher Sex 2 ?
21
Class Size
20

Sowrce: Smith and Mwrey (15),p. 9.
DATA COLLPCTION

After comstructing a causal mcdel and bhefore performinc
path aralysis, an evalunator collects Rata. Two hasic conaidera-
tions when collecting data are the infermatior's reliahility and
validity. PRriefly, reliability corcerns the extent to which a
measuring procedare produces the same resul ts onr repea ted
trials. 2/ All measurements contain some amount of chance
errcr, and “"unreliability” is always present tc some extent.

1/This interpretation Aces not apply to "teacher sex" and “train-
irg.” Since these variables convey informatior in categories
(male/female and the presence/absence of trainina), they are
interpreted as dumny variables. See arpendix III, Testinag the
model ‘s adequacy, and PFie et al. 121, pp. 274-37S.

2/Carmines and Zeller 5], p. 1l1.
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"Reliable" measurements, however, tend to be consistent when
repeated. Validity, on the other hand, concerns the extent to
which an "indicator measures what it is supposed to measure
rather than reflecting some other phenomenon." 1/

To obtain Jata that accurately measuvre an intended phenome-
non requires a well thought out research design. The following
planning activities will help an evaluator collect reliable and
valid data. 2/

1. Define variables precisely so that they
can be measured. For example, “health” is
not precisely measurable, but "bed days”
may be.

2. Determine what information is already
available and what needs to be collected.

3. Decide the costs involved, time required,
and degree of precision needed.

4. Define the target population (or universe)
~ and decide vhether to collect data from

the entire population or a part of it. 1If
necessary, develop a sampling procedure.

S. Determine the frequency and timing.of col-
lecting the data.

6. Decide whether the data are to be collected
by mail, personal interview, telephone, or
other method.

7. Consider and try to control for potential
sources of measurement error--such as
reporting errore response variance, inter-
viewer and respondent bias, nonresponse,
missing data, and errors in processing the
data.

8. Establish uniform procedures for editing,
coding, and tabulating the data.

In addition to being reliable and valid, the data for path
analysis should meet certain statistical assumptions. These
include the standard ones aasociated with multiple regression
analysis as well as some unique to path analysis. 1In general,
these assumptions mean the evaluator should collect data from
a representative sample of the population and with minimum

1/Carmines and Zeller (5], p. 16.
2/U.S. Department of Commerce (18], pp. 5-7.
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measurement error. Additionally, the evaluator should specify a
model in such a way that (1) there are no variables outside the’
model that strongly influence any two variables in the model

and (2) the causal flow is only in one direction (no feedback
loops). 1/ Appendix II describes these assumptions, how they
affect the analysis, and what to do when they are not met,

APPLICATIONS IN PROGRAM EVALUATION

Path analysis hae specific applications in program evalua-
tion. Models can be specified to compare similar programs or to
analyze how a program affects different segments of the popula-
tion. Models are not restricted to one dependent variable,
thereby, enabling multiple goals to be evaluated. In more
sophisticated analyses, an evaluator can study reciprocal cause
and effect and the joint effect of two or more causes or vari-
ables can be combined tO represent concepts that are then ana-
lyzed.

Program Comparisons

Path analysis can compare program results. For example, an
evaluator can examine a program's effect on rural and urban
dwellers. TO make this comparison, one model is constructed,
but the data are gathered from two populations. Then, by examin-
ing the differences between specific path coefficients 2/ the
avaluator analyzes the differing program results.

Specht and Warren 3/ examined a causal model (see figure
3.2) developed by Bayer 4/ that relates educational aspirationg
to aptitude, socioeconomic status, and marital plans for men and

The path coefficients were compared to determine whether
the model's structural parameters--quantities that describe a
statistical population--differ between populations--in this case
men and women. The research results suggested that differences

1/The instructions in this chapter are only applicable for models
with one-way causal ordering. Path analysis can be used with
models having feedback loops: however, the procedures for cal-
culating path coefficients differ. For information on models
with two-way causal flow see Asher [1], pp. 52-61.

2/Unstandardized path coefficients need to be used because the
same variables may have different variances in different
populations. Cenerally, standardiged path coefficients are
used in other applications. See appendix II, (Step 2. Esti-
mate the path coefficients) for further information.

3/Specht and Warren [16].
4/Bayer [2].
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did not exist between ¢groups. For example, as shown in figure
3.2, aptitude has one of the largest relative influences on
educational aspirations for both men 2nd women. Specht and
warren were unable to reject the idea that observed diffetences
between the two populations were due to chance.

Figure 3.2 Path Di Relsting Educstional irations
) i Socioeconomic and Macital Sex

Aptitude _ 0435
\ ] Educational
Marital '
0418 - JIS'I/' val plans = 0.167 aspirations
Socioeconomic
status o8t 0.228
Females
A’(itud' M‘
\ . !
10 Marital plans | Educations
e M/’ P 0343 - aspirations
Saocioeconomic
states | 0988 — 0.250

Source: Adopted from Specht and Warren [16], p. 49.
Analyzing Multiple Results

One advantage path analysis has over ordinary regression
analysis is that more than one dependent variable can be ana-
lyzed. A path diagram can be specified with many dependent
variables which represent a program's results. However, for
simplicity, most causal models have only one or two. By being
able to specify more than one result, the evaluator gains a
more realistic program model. Using multiple dependent vari-
ables does not require special statistical considerations.

An example of this model is Marshall‘'s study of the subur-
banization process. He constructed a path diagram to examine
two aspects of white suburbanization: the probability that
inner city white residents moved to the suburbs between 1965
and 1970 and the probability that white newcomers to metropoli-
tan areas moved to the suburba. 1/ One hundred twelve metro-
politan areas with populations 160,000 or more in 1960 were
analyzed to determine whether whites were “"pushed” to the

1/Marshall [11].
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suburbs by inner city problems such as crime and race riot§
or "pulled” to the suburbe by their need for new homes and jobs.

The research findings indicated that whites were drawn to
the suburbs between 1965 and 1970 by their need for homes and
jobs rather than that they fled to the suburban areas because of
inner city problems. This suggests to policymakers that build-
ing new homes and creating jobs in inner cities may signifi-
cantly change this trend.

_ Rocigrocal Causes and Effecta

An evaluator can use path analyasis to examine how one
variable acts as both a cause and effect of another. In a job
training program, for example, unemployment levels affect pro-
gram results; yet program activities may influence future unem-
ployment in that locality.

‘ These path diagrams have arrows pointing in opposite
directions (sometimes called "feedback loops®), as in this
example. _

a/c

They are often more realistic th&n diagrams with a one-way
causal flow. Certain statistical assumptiona, however, are no

longer valid and may require collecting more data or changing
the procedures used to calculate paths. 1/

If measurements are gathered at two points in time for
variable A, then ordinary regressior analysis can still be used.
This means that A (at time one) is a cause of C and C is a

1
cause of A (at time two). By maintaining a distinct temporal
2 .
order between variables A , C, and A the calculating procedures

) 2
are usually valid. However, if the data have already been

1/See the literature on structural equation modeling for further
information. Krishnan Namboodiri et al. [9], pp. 492-532;
puncan (6], pp. €7-80.
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collectad, and only one measgsurement is avaiiable for A, the model
can be snalyzed witk different statistical procedures. 1/

Miller et al. constructed a reciprocal path diagram (see
figure 3.3) to measure the degree to which women's psychological
functioning both affects and is affected by occupational condi-
tions. 2/ Notice that the psychological and occupational vari-
ables function as both independent and dependent variables.

Source: Millergtat. {12],p 97.
*Cosfficients shown are stenderdized. Thess feliowsd by ssterisks are statistically significent.

Two-hundred sixty-nine employed wives, aged 26-65, were in-
terviewed to test the following hypotheses.

-=-Jobs with opportunity for self-direction relate to
favorable self-conceptions, flexible social orien-
tations, and effective intellectual functioning.

1/See Asher [1], pp. 52-61, for 2 general discuasion of the sta-
tistical procedures. See Krishnan Namboodiri et al. (9],
pPP- 519-522 for a discussion on using lagged varlables.

2/Miller ot al. [12].
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-=Joba with little opportunity for self-direction
relate to unfavorable self-conceptions, more rigia

social orientations, and less intellectual func-
tioning.

The research rooultu indicated that work conditions sub-
stantially affect women's intellectual flexibility and their
peychological functioning. These findings were similar to those
derived from longitudinal data for men. But no psychological

variables had a statistically significant reciprocal effect on
job conditions.

Joint Causes

When analyzed, some variables may have unexpectedly weak
direct influences. Even vhen indirect influences are added to
their direct affects, these variables may be statistically much
weaker than theory and common sense would lead one to anticipate.
In such cases, evaluators can look for other variables that may
be interacting and affecting these variables' significance. For
example, an evaluator may find only a weak statistical relation-
ship between length of participation in a job training program
and obtaining a job. Yet, as education level increases, the
relationship between program participation and obtaining a job
becomes stronger and stronger. This situation indicates a multi-
plicltivo :elationship between the two independent variables.

In path analysis, this situation requires creating a new
variable by multiplying together education level and program
participation. Sometimes these relationships can be anticipated
and specified in the initial model. At other times, these non-
additive relationships can be checked by inserting in the model

cross-product terms involving all pairs of indep.ndent vari-
ables. 1/

Identifying Underlying Concepts

Many programs are too ccaplex to be explained adequately by
a few variables. One way to include more variables and still
retain simplicity, is to combine similar measures. The resulting
composite index is then labeled to reflect a concept common to
all parts. This composite variable should msasure an underlying
characteristic of the individual variables. A statistical tech-
nique for grouping variables according to underlying concepts is
called factor analysis.

Factor analysis can be performed by numerous statistical
computer packages, such as SPSS (Statistical Package for the

1/Por more information on nonadditive models, see Blalock [3],

PP 91-93; Blalock and Blalock [4), pp. 178-186; Krishnan
pamboodiri et 21. [9], pp. 600-604.
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Social Sciences) and SAS (Statistical Analysis System), which are
available at GAO. 1/ The program output is lists of factor load-
ingos--numbers that show the extent to which each variable relates
to each factor.

This information has two uses in path analysis. First, the
variable with the highest factor loading can be considered the
*best” measure of its factor. One variable can represent each
factor in the path diagram. A second use is to combine variables
into composite scales representing the theoretical factors. 2/

Pactor analysis should not be used "blindly" as a data
reduction technique. Factor analysis assumes a model in which
the underlying concepts or factors are postulated causes of the
variables. Figure 3.4 illustrates the causal relationships
among the variables and factors. 1In constructing a model using
factor analysis, one assumes there are no cause and effect rela-
tions among the variables. This means, for ezample, X does not

' 1
"“"cause”™ X Jjust as X .does not “"cause” X . Depending on the
4 3 6
variables, this may not be an accurate assumption. 3/

Figurd 3. 4 Path Disgram Using Fector Anslysis

F,.a"‘-'—“"~‘.der——-"“~o-F

NN,

niller et. al. iucluded lcvoral co.pocite 1ndicatot- in
‘the previously Jy discussed model (see figure 3.3), which analyzed
women's inte.lectual flexibility. 1In this model, two vari-
ablas--substantive complexity of the job and current intellectual
flexibility--were measured by multiple indicators. Substantive
complexity was measured by seven indicators: hours of work with
data, things, and people:; complexity of work with data, things,

1/S8ee U.S. GAO [19], pp. 15-7 to 15-8.

2/These two uses are described in appendix III (Describe the.
model ‘s components). Hethod- for combining variables are
given in Rummel [14], pp. 440-442 and Nie et al. [13],
pPp. 487-490.

3/Por more information on this topic, see Sullivan and Peld-
man [17].
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and people; and the overall ccmplexity of the work. The index
for intellectual flexibility was based on seven psychological
and intelligence tests designed to measure perceptual and ide-
ational flexibility.

FPactor analysis can also estimate and test complex causal
models when measurement errors are anticipated. This method,
however, is usually recommended only when there is a strong
theory to support the modesl. A description of the theory and
procedures involved is beyond this paper's scope. Information
about this technique can be found in statistical iiterature on

confirmatory factor analysis and analysis of covariance struc-
-tures. 1/ Sophisticated computer packages have been developed
for testing these uodels.

SUMMARY

Path analysis is a relatively straightforward statistical
technique for examining causal models. With it evaluators can
test causal theories against available data and gain evidence to
increase a model’'s credibility. The technique also allows eval-
uators to simultanecusly investigate alternative models from
which they can choose the best one. By applying path analysis,
evaluators can present a clear picture of possible cause and
effect interactions. They can numerically compare direct and
indirect influences and see the possible impact of intervening
causes.

The technique, however, also has limitations. Pirst, since
it cannot “prove" causality or establish any single model as the
correct one, it requires starting with a sound causal theory,
although this can later be modified. Second, calculating indi-
rect influences becomes cumbersome with too many variables.
Pinally, there are certain restrictions on selecting variables
for a path diagram, which apply whenever one uses regression
analysis. As long as these limitations are kept in mind, eval-

uators can use path analysis to increase their underatanding of
assumed causal relationships.

1/Por more information, see Duncan [6], pp. 129-142;
Krishnan Namboodiri et al. [9]), pp. 555-568; and Long [10].
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CHAPTER 4

WHEN IS CAUSAL ANALYSIS APPROPRIATE?

Generally, evaluators can use causal analysis when thoy

need to understand complex cause and effoct relationships. It
provides them with a tool for:

--modeling complex programs and communicating
to nontechnical people how programs operate,

--considering alternative models,
--gtudying both direct and indirect effects,
--incrementally revising program models, and

--developing and testing theories to understand
program processes and impacts.

APPROPRIATE CASES

Causal analysis is applicable in numerous evaluation situa-
tions. Three general cases (see chapter .2) in which evaluators
can use causal modeling are:

~--to find ocut if an observed effect wvas
really due to a program or activity
(searching for causes):’

-=-to identify a program's results (finding
effects); or

--to understand why a program had an impact
beyon;l vhat wvas expected (analyszing im-
pacts).

Additionally, path analysis can handle certain technical prob-
lems--comparing similar programs or amalyzing program effects on
different groups, evaluating multiple program goals, studying

- reciprocal cause and effect, specifying joint causes, or combin-
ing data into indices that represent ummsasured concepts--that
may arise in these situations (see chapter 3).

mluationu, however, rarely fit neatly into predesignated
categories. Many evaluations represent combinations and varia-
tions of searching for causes, finding effects, and analyzing
impacts. The following examples show how causal models could
be specified in these situations and variations of the three

situations. Path analysis also could be applied to any of these
examples. -

1. An evaluator identifies a "phenomenon® and
wants to know whether and to what extent
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the program is responsible for it. 1In
searching for causen, the evaluator's task
is to identify influences other than the
program that may be responsible for the
*phenomenon” and to determine their rela-
tive magnitudes. This requires constructing
a model with external and internal program
causes. _

-

The evaluator should carefully analysze
possible relationships between external
and program causes. Since external

causes are likely to be either numerous

or difficult to measure (such as racial
discrimination), an esvaluator may consider
constructing the model to represent mul-
tiple, complex causes and/or effects.

The evaluatcr notices a discrepancy between
intended and actual program results and
attempts to find the causes. In this sit-
uation, the evaluator identifies and models
the direct and indirect causes. By using
path analysis to estimate the relative mag-~
nitudes of causal paths, it may be possible
to isolate the causes of the discrepancy.

If the discrepancy is a recent occurrence,
that is, in the past the program did achieve
its intended results, and “before and after”
data are available, the evaluator can com-
pare models specified with each data set.
The evaluator may also construct a model
with two effects--the actual and intended
program results as in the model below.

Obesrved
rosults

.-.....'/ |
g
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3. An evaluator wants t0 find the effects of
a program. The general approach is to
construct a model with multiple effects.
The evaluator can emphasize one major pro-
gram activity and examine its effect on
program results and impacts, which are
causally linked.

Program Activity Results Impects
B ' ->D

A----.~‘-'~
The evaluator can also construct a model

with causally linked program activities
and multiple, unrelated effects.

J

Program Activities ' Effects
_ E
A - C M/)F
/ \\G
8 . H
4. The evaluator wants to know why a program
had an impact other than what was expected.
This could be a complex modeling task
requiring the evaluator to identify program

and nonprogram processes, their interactions,
and their ultimate "impact.”

Externgl < ~—=ia Extornal
Factors F

Progam _ R"""""" —————p- Impact

=

Fqnut
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The evaluator could examine associations
between external factors and between
external factors and program processes

for possible indirect or reciprocal influ-
ences.

S. An evaluator may also identify a program's
impact on an observed causal sequence of
events. This involves identifying how and
where a program can intervene in the causal
chain and alter its consequences. This
model may resemble Suchman’s intervening
variable model (see chapter 2).

Exserral Causal Chain

&umﬂﬁun————-.»&na-——-——j;;ﬁur—-—-——.»&mamnun
A 8 6}'
Program Activities

This situation requires searching for
causes--internally and externally--and then
analyzing their impact.

6. Por a final variation on analyzing impacts,
an evaluator identifies a policy's impact.
The evaluator identifies programs affected
by the policy and analyzes the programs'’
results. A general model for this situation
may have this arrangement:

Environment ————» Policy —————3 Proganms ————-JImpact
LIMITATIONS '

Causal analysis can be applied to many evaluation situa-
-tions. Some causal questions that an evaluator is likely to
encounter, however, cannot be answered with causal analysis.
Por example, an evaluator cannot generally use the technigque to
predict a program’'s long-term effects. Causal analysis is not
a forecasting technique. Likewise, it cannot find optimal

values to minimize costs and maximize benefits as linear pro-
gramming can.

Additionally, causal modeling does not provide a systematic
way of (1) knowing if all relevant variables have been identi-
fied and (2) deciding which variables to use, although strong
theory in a particular substantive area makes these tasks easier.
Purther, there is no single, correct model that explains the
relations between causes and program results. Statistical tech-
' niques, such as path analysis, however, can indicate whether a
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mcdel is incorrect. Statistics (or science in general) cosn
digprove theories, but <zan .iever “prove” them to be true.
Because pcrograms are dynamic, a model can only approximate a
program’'e process at a particular time. As new data are
gathered and as the program changes. the model will have to be

updated.
SUMMARY

Asking causal questions is important in program evaluation.
Causal analysis gives evaluators a tool for examining caus= and
effect relations within and from outside a program. It combines
qualitative and quantitative research techniques into a highly
flexibtle and versatile methodology that i3 applicable in numer-
ous situations.

Causal analysis, however, cannot be used in all situations.
We have just presented a few limitations with the technique.
Nevertheless, by using the technique carefully and appropriate-
ly, an evaluator can gain important understandings of the logi-
cal relationships underlying or influencing programs. Finally,
causal analysis allows an evaluator to communica‘te findings
fully and clearly to a variety of audiences.
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GLOSSARY OF TECHNICAL TERMS

Numbers in brackets refer to the page where the term
first appeared.

Dependent variable. A variable whose value is determined
by other variables or constants in an equation or
mathematical expression. The “"effect“ being explained
by the causal model. [ 37]

Dummy variable. "Categorical” variable (such as "male/
female") whose components are assigned values for
use in statistical analyses. For example, "male"”
can be assigned a value of 0 and "femzle® a value
of 1. [41]

Factor analysis. A technigue for reducing the number
of variables in a model. It is based on the
premise that 2 large number of variables may be
grouped into a smaller number of variables or
factors, with little loss of discriminatory
information. [25]

FP-test. A statistical test of significance used for
determining whether samples have been drawn frowa
single or different populations. [43]

Heteroscedasticity. A condition in which the error
terms of the regression equation are irdependently
distributed, but there are differences in the
variances of the distributions associated with

different fixed values of the xndependent
variable. [41]

Homoscedasticity. A condition in which the error
terms have equal variances at all points on
the regression line. (41]

Independent variable. A variable used to estimate

or predict another variable (the dependent
variable). [37]

Interval level measurement. Level of measurement
in which categories are rank ordered, with
equal intervals between categories. The
scale has an arbitrary zero point (such as

the centigrade scale for measuring tempera-
ture). ([41]

Measurement error. The difference between a true
value and observed value. [42]
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Multicollinearity. A condition in which a very high
correlation exists between a pair of independent
variables. [42] \

Nominal level measurement. Lowest level of measure-
ment, which consists of classifying observa-
tions into mutually exclusive cgtegories
(such as male/female). [41]

Ordinal level measurement. Level of measurement in
which categories or scores are rank ordered.
One category is considered higher or lower
than an adjacent category (such as ranking
books from least to most popular). [ 41]

Parameter. A numerical characteristic relating to
or describing a population which can be estimated

by sampling. [21]

Path coefficient. Numerical value assigned to a path
in a path diagram. It is equivalent to the
standardized regression coefficient. [18]

Pearson correlation. Statistical technique used to
determine the degree to which variables are
linearly associated. Calculations yield a
correlation coefficient (r), which is & number
from =-1.0 to +1.0. The extreme values (+1)
indicate that all points lie on a straight
line. Zero indicates no linear association. [ 40]

Regression analysis. A procedure for relating a
dependent variable to one or more independent
variables. The relation is in the form of an
estimating equation whose purpose is to predict
one variable from specified values of others. [18]

Residual variable.. Represents all variables not
specified in the model that are sources of
variance in the dependent variable. [42]

R-square (multiple correlation coefficient). Measures
the proportion of total variation in the values
of the dependent variable that are explained
by the regression equation. Values range from
0.0 to 1.0. [391]
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CHECKLIST OF STEPS IN PATH ANALYSIS

Path analysis begins with a preliminary path diagram, which
is similar to a causal model but with two main differences.
Pirst, a path diagram typically includes only a few "causes"
(independent variables). 1/ In princ;ple, there are no restric-
tions on the number of variables in a path diagram. Cost and
data availability, however, generally limit the number included.
Second, a path diagram is a closed system, which means terms

(called residual variables) are added to account for unspecified
influences. 2/

The purpose of path analysis is to determine the relative
strength of causal relationships specified in a path d1agram.
The steps to accomplish this are:

--gpecify a preliminary path diagram,

-=ggtimate valuves for the paths,

--analyze the path diagram,

--revise the diagram (if necessary) and estinnte new
values, and

--interpret the final diagram.

The following checklist summarizes these steps. Appendix III
presents an example of their application.

Step 1. Specify a Preliminary Path Diagram

a. Select a set of independent variables for the path
diagram from the causes identified while developing the causal
model. The most appropriate variables can be selected by using
factor analysis or by choosing independent variables highly
correlated with the program result or impact (the dependent

variable). Both of these techniques are described in appendix
III.

b. Construct a path diagram that portrays the hypothesized
causal relations between variables. Path diagrams (see figure

Il.1) are usually drawn with the dependent variable (the effect)
placed at the far right. Variableg that are not dependent upon

1/Appendix I is a glossary for readers unfam111ar w1th statis- |
tical terms.

2/Each variable with an arrow leading to it has a residual

variable representing all its other "causes" not specified in
the model.
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any other variables in the system are placed at the far left.
InXQpendent variables that are influenced by others in the
system (intervening variables) are placed in the diagram's
center. 1/ Residual variables are added to account for unex-
plained variance in the dependent and intervening independent
variables. 2/ ' ‘

c. Draw all theoretically plausible arrows: from each
independent varizble to the dependent variable, and to each
independent variable from each cause. Draw an arrow from each
residusl to an "effect” variable (that is, any variable that has
arrows leading to it). Two-headed curved arrows connect vari-
ables at the far left of the diagram that are related, but lack
-a specific causal order. Whenever possible, specify the causal
order. Later, when calculating indirect paths, two-headed curved
arrows may present problems. With all the arrows drawn, the
model is fully identified.

0.1 inwy Puth
A 8
internal ' |
factor
(Xq) '
Program
remit

(X,)

1/Dye and Pollack [8], pp. 113-114.
2/Land [12], pp. 6-7.
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Step 2. Estimate the Path Coefficients

a. Coanvert the path diagram into a series of regression
equations in which first the dependent variable is regressed
against all other variables, and then the intervening variables
are treated sequentially as dependent variables with their
“causes” as independent variables. 1/ Values for the paths
(path coefficients) are calculated from these equations.

b. Solve these equations using the regression program from
a computer package such as SPSS or SAS. 2/ The output provides
the information needed to calculate coefficients for all the
paths in the diagram.

-=path coefficients between the independent
and dependent variables are usually
standardized partial regression coeffic-
ients. 3/ .

--Paths from each residual tc its dependent
variable have coefficients calculated by: 4/

2
“I-R.
2
R (R-sgquare) is the amount of variance

explalned by the equation for the particular
dependent variable.

1/Por example, figure II.l1 can be represented by two equations:

X =p X +p X +p A (1)
3 311 32 2 3a

X sp X +p X +p X +p B. (2)
4 41 1 42 2 43 3 4b

Note that program activity (X ) acts as a dependent variable
3

in equation (1) and as a independent variable in equation (2).

Each path coefficient is identified by a symbol in the form

pij. in which "i*" indicates where the path is going to (the

effect) and "j” indicates where it came from (the cause).

3/Asher [2], pp. 29-31. Unstandardized partial regression
coefficients are used when comparing across samples or time
periods, such as when comparing programs.

4/1bid., p. 31.
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--Paths connecting variables that lack a specific
causal ordering (two-headed curved arrows) have
path coefficients calculated by the Pearson
correlation, r. 1/

Each of the three methods represents the best available measure
of the relationship between the "cause” and “effect” variables.

Step 3. Analyze the Model

a. Does the model account for: a sufficient amount of vari-
ance (R-squsare) in the dependent variable that is the ultimate
“effect” being examined? 2/ If not:

--make sure the relationships are linear.

--decide whether to use different or
additional independent variables.

-=-check the data for measurement error.

Convert non-linear relationships to linear ones by making appro-
priate variable transformations, such as log transformation or
higher degree terms. 3/ A decision to remove or add variables
should be guided by knowledge about the program. Either con-
verting, removing, or adding variables requires respecifying the
model and recalculating the path coefficients. If these revisions
fail to increase R-square, then check the data for measurement
error, such as reporting errors, response variance, and errors

in processing the data.

b. Does the model violate any other statistical assump-
tions? (See figure I11.2)

c. . Are the path coefficients directionally correct? Por
example, if the internal factor is payroll staff size and the
program activity is number of checks processed, then we expect
the path coefficient to be positive (the number of checks pro-
cessed increases when staff size increases). I1f the direction
is unexpected, make sure the input data are accurate and that
the program is processing them correctly before interpreting
the results. Don't automatically reject counter-intuitive
results, since they may indicate variables that are incorrectly
placed in the model or omitted. FPor example, increasing staff
size may not increase output if it causes overcrowding.

- 2/At the beginning of the evaluation, the evaluator should
determine an acceptable value for R-square.

3/FPor a daiscussion on identifying appropriate variable transfor-
mations see Hanushek and Jackson [9], pp. 96-101.
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Figurs X1.2 sStatistical Assumptions and Implications
for Data Analysis

Assumption Implications and Actions

Interval Variables are measured on an interval
level level scale. Including nominzl and ordi-
measurement nal data in the model probably will not

introduce large errors in estimating the
path coefficients unless one collapses the
categories too much. 1/ Simply treat the

data as dummy variables in the regression
analysis. 2/

Homoscedas- _The prediction errors are equally distributed

ticity at all points on the regression line (homo-
scedasticity). This condition is identified
by examining scatter diagrams of each inde-
pendent variable plotted against the resid-
uals. Wwhen the aasunptxon is not met (called
heteroscedasticity), a pattern emerges, such
as the one in fiqure II.4. 3/ This is not a
critical assumption since heteroscedastic
residuzls do not bias the estimates of the
regression coefficients. They do, however,
bias estimates of the standard errors for the
coefficients. If this is a problem, then
another procedure (generalized least-squaree)
can be used for the regression computations. 4/

Linear and Relationship between variables is linear and
additive additive in the parameters. This relatIon.ﬁip
relationships is Identified by examining scatter diagrams of

the dependent variable plotted against each
independent variable. If the relationships do
not appear reasonably linear, make the appro-
priate variable transformations {for example,
log transformations or adding interaction
terms). 5/ The violation of this assumption
can produce a low R-square.

1/Land [12], p. 34. _
2/Lyons [13];: Nie et al. [14], pp. 273-383.
3/Beals [3], p. 344.

4/Chiswick and Chiswick [6], p. 142.

5/Asher [2], p. 27; Blalock [5], p. 44; wright [16], p. 190.
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Uncorrelated
residuals

Multicolli-
nearity

Measurement
errors

APPENDIX II

Bach residual is uncorrelated with any inde-
pendent variable directiy affecting the de-
pendent variable upon which it acts. Pairg:
of residuals are uncorralated. Reduce the
likelihood of having correlated residuals dy
including in the model as specific variables
as many potentially disturbing influences as
possible. Too many variables, however, will
make the model unwieldy. 1/ This assumption
can be relaxed when handled as in simul-
taneocus equation procedures. 2/

The correlations among variables ares not so
close to 1.0 that it is difficult to separate
the effects of one variable from another

(lack of multicollinearity). Multicollinearity
may occyr between independent variables in the
same regression equation. When the correlation
between a pair of variables is very high
(greater than .85) retain only cne in the model
or use a combined index. 3/

Measurements reflect the true value of each
variable (low msasurement error). Measurement
errors produce biased estimates of the path
coefficients. 4/ Rigorous quality control
standards applied throughout the data collec-
tion phase will reducs the amount of measure-
ment erxrror.

401.3:Hataroscadastic Residusls

1/Dye and Pollack [8], p. 116.

2/Krishnan Namboodiri et al. [11], pp. 522-526.

3/Althauser [1], p. 453.
4/Asher [2], p. 63.
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Step 4. Revise the Model

a. Delete paths that are neither iogical nor statistically
significant. Two criteria are generally used to retain paths: 1/

--an arbitrary minimum path coefficient value,
usually .05, and/or

~—statistical significance at the .05 level
(determined by the F-test). 2/

No path should be deleted only because its value is insignifi-
cant. If there are sound theoretical reasons for retaining a
path, then it should be retained.

b. Compute new path coefficients for the revised model
following the procedures in step 2.

c. ldentify direct influences by the single path connect-
ing two variables. A direct influence is measured by the path
coefficient of that single path (see figure 11.4).

d. Identify indirect paths between all pairs of variables
using these rules: 3/

l. Bo path may pass through the same variable
more than once.

2. HNo path may go backward on (against the
direction of) an arrow after the path has
gone forward on a different arrow.

3. No path may pass through a double-headed
‘curved arrow more than once in a single path.

An easy way to apply these rules is to imagine trying to

move from one variable to another in a path diagram without vio-
lating any rule.

The indirect paths are either causal (qgoing in the direction
of all arrows) or spurious (they begin by going against the direc-
tion of an arrow). In figure II.4, note that p p is not an

42 43
indirect influence between X and X because it violates rule 2.
2 3

1/Land [12], p. 34; Kerlinger and redhazur [10], p. 318.

2/Cnnnult a table of critical P-values to determine the signifi-
cance level. For an explanation of F-values, consult an
introductory statistics text or Nie et al. [14], pp. 334-340.

3/wright [16], p. 17.
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Figure 11 . 4 Caloulsting Direct and indirect Paths

Intarmnal
Factor

X,
P
12 ( 2
X

APPEMNDIY 11

2
External
Factor
_ Direct _ Indirect Path_
Varjiables Path Causal Spurious
X X r
12 12
X X P r p
13 31 12 32
XX - -) +
1 4 31 43
r pp +
12 32 43
r p
12 42
X X P P +
15 31 53
P P P ¢+
31 43 54
r pp +
12 32 S3
r p p p+
12 32 43 54
r p p
12 42 54
XX P r p
23 32 12 31
xXx p p +
4 5 54 43 S3
P P P ¢
42 32 53
P Tr p P
42 12 31 53,
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@. Calculate indirect influences between all pairs of
variables by multiplying the path coefficients for each indirect
path segment. The sum of the indirect paths equals the total
indirect influence between two variables. In figure 1.4, the
total indirect influence of X on X is the sum of three indi-
rect paths: p p +Tr p P +r p .1/

‘ 31 43 12 32 43 12 42

With a complex model it is easy to miss paths. Indirect
influences, in particular, should be checked either by reapply-
ing these rules or by using different procedures, such as
Blalock's algorithu. 2/

f. Por each pair of variables, add together the direct and
indirect path coefficientas. This sum should approximate the
Pearson correlation (r) between the variables. As a rule of
thumb, the two values should differ by less than .05. 3/ 1If
they differ by more than .05, then too many paths may have been

deleted or a significant variable may be missing fton the model 4/
and it should be revised. _

High spurious values (indicating pathc that begin by going
against the direction of the arrow) may also indicate that the
model is specified incorrectly. 5/

g. Keep revising the model until the sum of direct and in-
direct influences between most pairs Of variables equals or is

close in value to their cortelation._ﬁj

h. Compute path coefficients for ' the final model following
the procedures in step 2.

:

1/This example points to a disadvantage of using curved arrows.
The latter two path segmants are through the two-headed curved
arrow (r ). By including these segments, evaluators may be

12 _
overestimating the indirect effect of X on X , if X is
1 4 2
actually causing a change in X (in which case these two path

1
segments would be spurious). Hence, it is preferable, where
possible, to specify the direction of causation, especially
among variables that can be manipulated.
2/Krishnan Namboodiri et al. [11]), pp. 461-462.
3/Kerlinger and Pedhazur [10], p. 318.
4/Billings and Wroten [4], p. 684.

5/Ibid.
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Step 5. Interpret the Path Diagram

a. Examine the information contained in the final path
diagram. In additiocn to relative v2lues for direct and indirect
influences, 1/ path analysis provides:

--the proportion of total variation in
the dependent variable (explained by
the resgression output, R-square).

~--the portion of the dependent variable
for which the independent variable ig
directly responsible (measured by the
squared path coefficient). 2/

b. Evaluators can use this information to help to deter-
mine if they have included a sufficient number of causes in the
model (indicated by R-square); if they have included the “best"
causes 3/ (by examining the squared path coefficient):; and if
the causal ordering is appropriate (indicated by low spurious
influences). Additionally, by examining the influence of inter-
vening variables, they may discover high indirect effects that
were not evident in the causal model.

1/The strength of direct and indirect paths is relative to what
variables have been included, and is, therefore, a function
of the model's completeness.

2/wright [16], p. 164.
3/Peculiarities of the sample drawn may have determined the

"best” variables. With a different sample, other variables
may explain more variance in the dependent variable.
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CAUSAL ANALYSIS OF PAROLE OUTCOMES

This appendix presents an example of applying causal
mocdeling to evaluate parole outcomes. First, a sequence of
behavior that might explain parole outcomes and could be altered
by a parole prcgram are hypothesxzed. Then a causal model using
prevzously collected data is developed. 1/ Finally, path analy-
sis is used to test the model's validity.

SELECTING VARIABLES TO STUDY

Establish the Evaluation’'s Focus

The first step in developing a causal model was to estab-
lish the evaluatic~'s focus. This effort was constrained by two
zactors. PFirst, ti.. lack of a single, strong thecry to explain
criminal activity or o predict parole outcomes left us without
a sound theoretical pas:. Second, the available data was limit-
ed to information on 27?7 inmates in a maximum security peniten-
tiary. 2/ This data base did not include program information
such as funding, staff, activities, or explicit goals. There-
fore, a general causal model (see figure III.1l) that focussed
on parolee's behavior and background was specified.

This general causal model, based on Suchman's model of
intervening variable analysis, 3/ hypothesizes a social condi-
tion that parole programs can attempt to alter. Suchman views
programs as a form of intervention trying to prevent undesir-
able effects by manipulating intervening variables in a known
causal sequence. The hypothesis is that an individual‘'s demo-
graphic and psychological characteristics influence criminal
activity, which, in turn, influences parole outcome. Criminal
activity certainly precedes parole. Does it, however, directly -

influence parole outcomes? Testing this hypothesis is the
focus.

1/The data base used in this chapter was collected on actual
parolees; however, the parole program is hypothetical. The
causal models depicted in this appendix, although realistic,
do not portray a specific program.

2/The inmates (all male) were consecutively admitted to the Ohio
Penitentiary from October to December 1967. At that time,
demographic, psychological, and criminal history information
about the inmates was gathered. In 1978, the information was
updated from parole and criminal records. See Dynes [2] and"
Allen [1] for additional information.

3/Suchman [8], pp. 173-176.
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Figure 1l. 1 Gonersl Causal Model Explaining Perole Outcome
Preconditions Causes Effects
demographic criminal

S peychologicsl == activity -—-——-*>::::m

= R

Program intervention

parole activities, such ss:
. counseling
trestment

. skill development
. community sscurity

Specify the Important vVariables

The next step was *2 replace the general model with a few
variables from the data base. 1In theory, we could have con-
structed a model that included all variables. 1In practice, how-
ever, path analysis assumptions (such as multicollinearity) pre-
vented us from including many variables.

Selecting the "effect” (dependent variable) was easy; num-
ber of parole violations was the caly available measure of
parole outcome. Reducing fifty-nine potentfal causes or pre-
conditions to a few, however, was difficult. Interviewing
government and academic experts and reviewing literature on
assessing parole outcomes 1/ provided little help in solving the
problem, since they revealed numerous theories and variables.
Therefore, three statistical techniques were used to reduce the
data set, each producing a list of similar causes.

Pirst, correlations between all potential independent vari-
ables and the dependent variable were computed. After identify-
ing 34 variables most highly correlated with the dependent vari-
able, the intercorrelations between all pairs of these variables
were examined. High intercorrelations (above .85) indicated that
the effects of the two variables could not be separated (called
multicollinearity) and, therefore, only one of the pair or a
composite index could be used in path analysis. The four inde-
pendent variables chosen had both high correlations with parole
violations (the dependent variable) and low correlations with

1/Gottfredson et al. [3], pp. 43-47, conducted an extensive
Titerature review. -
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each other, and covered the three general categories

(demographic and psychological characteristics and criminal
activity). These independent variables were:

--gocioeconomic status,
- ==months in military service,
--sociopathic classification, 1/ and

--months incarcerated.

Using another statistical technique, factor analysis, 2/
variables with high factor loadings were combined into indices 3/
to use as independent variables. Ten factors were selected as
a first cut-off because they accounted for 60 percent of the
variance in all the data. Those are listed in figure III.2.

The number of factors was further reduced based on the following
criteria:

~-Pactors 2 and 3 included similar variables
pertaining to criminal record from different
time periods. Factor 2 was kept because it
included lifetime data and it accounted for
more variance.

-=Factor 4 represented the dependent variable,

parole violations. It was, therefore, deleted
from the list of causes.

--Factors 7, 9, and 10 were deleted because two
criminal justice factors had been already iden-
tified (1 and 2) that accounted for more variance.

This left the following five factors:

-~institutionalization (measured by four incar-
ceration variables),

-=-criminal record (arrest and conviction data),

l1/8ociopathic classification is a scale ranging from normal
Tndividual to hostile sociopath. The scale combines three
psychological scales, number of arrests since age 18, percen-

tage of life incarcerated since age 18, and number of escapes.
Dynes (2], p. 46.

2/Chapter 3 (Identifying underlying concepts) defines factor
analysis and shows a brief example.

3/We used the procedure described by Rummel [7], pp. 440-442.
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Figure IIX1.2 The First 10 Factors and Salient Variables

Factor 1.

Factor 2.

Pactor 3.

Pactor 4.

Factor 5.

Paetorls.

Pactor 7.

Pactor 8.

Factor 9.

Factor 10.

Institutionalization

Incarcerations (pre 67)

Months Incarcerated (pre 67)

Months Incarcerated Since Age 18 (pre 67)
Months Incarcarated (lifetime)

Criminal Record (pre 67 and lifetii.)

Arrests (pre 67)
Convictions (pre €7)
Arrests (lifetime)
Convictions (lifetime)

Criminal Record (68-78)

Arrests (68-78)
Convictions (68-78)
Incarcerations (68-78)
Paroles (68-78)

Rointggration

Parole Violations (pre 67)
Parole and Probation Violations (pre 67)
parole Violations (lifetime)

Harriggo

Marital Status
Timos Wed

Age

Age
Age at First Coamviction

Probations

Probations (pre 67)
Probations (lifetime)

Alienation

Anomie scale
Criminality Level Index

Supervision
Supervision Level
Probations (68-78)

Probations (68-78)
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--marriage (marital status and times wed),

--age, and

--alienation (psychological and criminality
level test scores).

Finally, for each factor between twoc and four variables
with the highest factor loadings were identified. These were
considered to be the "best” measures for the respective factors.
This initial list of 14 variables was reduced to five by selec-
ting variables with low intercorrelations and by selecting only
one variable from each factor. The third and final list of
independent variables was:

--months incarcerated,
--pumber of arrests,

--parital status,

-=-age at first conviction, and

~--alienation. 1/

One causal model from each of the three lists of causes was
constructed. The third list produced a model that accounted for
slightly more variance (22%) in the dependent variable than the
others (158 and 208, respectively). The model produced by the
third list is used in the remainder of the discussion.

MAKING ASSUMPTIONS ABOUT CAUSAL RELATIONSHIPS

The five independent variables and the dependent variable
were arranged in the causal sequence in figure 111.3. The demo-
graphic and psychological characteristics were assumed to be re-
lated; however, the causal order between them was not specified.

This model hypothesizes that changes in age, marital stat-
us, and alienation lead to changes in the number of lifetime
arrests and months incarcerated, which “"causes” changes in the
number of parole violations. FPor example, this model assumes
that people wvho are young when first convicted, divorced or
separated, and alienated would have more lifetime arrests, spend
more time incarcerated, and have more parole violations than
those who lacked these initial characteristics. 1In addition,
the model hypothesizes that the demographic and psychological
variables are affecting each other. For example, people who
ars alienated may be younger when first convicted or vice versa.

1/Measured by the Anomie pcyéhological test score.
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Demogrephic
chersctaristics

o age at first conviction

Perale cutcome
o arests o parole
o months ———— > yiglations
incarcorsted
Peychalogies
characterictics
o alienation

- One limitation to this model is that the relationships may
be due to other factors. Because of numerocus and sometimes con-
flicting theories of criminal behavior, we cannot identify, much
less include in the model, all causes of parole outcome,

FPurthermore, the model does not include intervening program
variables. Because we lacked data, we did not include program
processes that could intervene in this sequence. Program
activities (such as counseling, drug and alcohol treatment,
skill development, and community security) and resources (incluad-

ing funding and staff size) could form a sub-model influencing
parole outcome.

TESTING THE MODEL'S ADEQUACY

Path analysis tests the model's validity and determines the
relative strength of the assumed causal relationships. First,
a path diagram of the causal model was developed (see figure
I11.4). Residual terms (A, B, and C) were added to account for
outside influences. Marital status was treated as a dummy
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variable--married and divorced/separated. 1/ Since all likely
arrows were drawn, 2/ the diagram was fully identified.

Figure 111.4 Preliminary Psth Diegram

Calculate the Path Coefficients

To compute yath coefficients, each “"effect” variable--
arrests, months incarcerated, and parole violations--was

1/An individual who fell into neither of these categories was
single. Single can be considered a reference category by
which the effects of the other dummy categories should be
interpreted. For more information on creating and inter-
preting dummy variables see Nie et al. [5], pp. 374-375.

2/1It was assumed that marital status had no direct affect on
months incarcerated.
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regressed against its "causes.” 1/ A partial listing of
computer output from the SPSS regression subprogram is displayod
in figure I1I1.S5.

To calculate the path coefficients, three procedures were
used. First, the values for direct paths between variables were
read from the computer output (the "beta” 2/ values in figure
111.5). PFor example, it was determined that the path from age
at first conviction to arrests had a value of -.30. 3/

Second, the paths from residual terms were calculated

z
JI-R.

2
where R is the amount of variance explained by the aquation.
Thus, the path between the residual A and arrests was:

2J
W/; - R ¥Vl - .13 = .93

Third, when a relationship between two variables lacked a
specified causal ordering, the association was described by the
Pearson correlation, r. The camputer generated this statistic
for all pairs of variables. Por example, the path between age
at first conviction and married equaled the .correlation between
the two (.07).

The preliminary path diagram, with path coefficients, is
illustrated in figuro II1I1.6.

Analyzing the Model

The preliminary model was examined to determine if it
accounted for a reasonable amount of variance in the dependent

variable (R-square) ard to decide whether any statistical
assumptions were being violated.

1/Three regression equations were specified. FPirst, regressing
arrests against age at first conviction, married, divorced/
separated, and alienation. Second, regressing months incarce-
rated against age at first conviction, alienation, and arrests.

T:i!a' regressing parole violations against all other vari-
ables.

2/Standardized partial regression coefficients.
3/Tho minus sign indicates that the value of one variable

increases as the other decreases. The older a person is when
first convicted, the fewer lifetime arrests likely.
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PFigure I11I.5 Examples of Computer Output

;tmt.u rzgressoed against age at first conviction (AGEFC),
married, divorced/separated, and alienation

wt variable Arrests

2-square = .13 |

Independent variables Beta P
AGEFC -.30 20.41
Married -.02 .07
Divorced/Separated .22 6.64
Alienation ' -.06 .86

Mcaths incarcerated regressed against AGEFC, alienation, and
arrests

Months incarcerated

Beta F
-.31 22.74
-.14 4.98

Arrests .27 18.37

Parole violations regressed against AGEFC, married, divorced/
separated, alienation, arrests, months incarcerated

variable Parole violations

.22
Beta ) 4
AQEFC . .002 .002
ried -.12 2.37
Divorced/Separated -.003 - .002
Alienation -.02 .06
Arrests <12 2.86
Months Incarcerated .38 28.07,
Pearson Correlations (r)
' Divor- '
Mar- ced/ . Aliena- Months
AGEBPC ried Sep. tion Arrests Incar.
AGEFC 1.00
married «07 1.00
oos -061 1000
-011 -.05 .0‘ 1.00
-02. -017' -30 -.03 looo
-037 -'11 .06 -.11 -3‘ 1000

-1k. °ol. tll --05 027 0‘3
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e y Moedsl with Path Vaules

This model accounted for 22 percent of the variation in
parole violations. This was considered acceptable, since the
remaining variance may be accounted for by the many additional
causes of criminal behavior identified in the literature 1/
but not included in the model.

At this time, we also reviewed the statistical assumptions.
Particularly, we examined scatter diagrams for linear relation-
ships. Generally curvilinear relationships between variables
alsc contributed to the low variance (R-square) explained by
the model. Since numerous variadble transformations failed to

increase the linsarity, the original untransformed variablesg
were retainea.
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Revise the Model

To make the model as simple as possible, paths that did
not explain a significant amount of variation in the dependent
variable were eliminated. Two paths with values below .05 were
deleted. 1/

New path coefficients for the revised model (shown in
figure I1I.7) wore calculated and checked to determine if this
model represented the actual relationships in the data (the
Pearson correlation, r, between two variables).

The correlation between any two variables in the model can
be decomposed into the sum of direct and indirect path coeffi-
cients. (An indirect path is the product of the coefficients
for the direct paths comprising it. 2/) The sum of the direct
and indirect paths should approximate the Pearson correlation
(r) between the variables. As a rule of thumb, if the sum of
the paths ia within .05 of the correlation value, the model is
viable. 3/ 1If not, too many paths may have been deleted or the
model may contain too many intervening variables. (Because
indirect paths are calculated by multiplying values less than
one, the more intervening variables located along a path, the
lower the indirect path's value.)

Por example, the Pearson correlation between arrests and
parole violations wvas .27 (read from the computer output in
figure III.5). This should approximate the sum of direct and
indirect paths between the two variables. The direct path was

«12. The)indizoet path wvas through months incarcerated (.27 x
38 = ,10). '

The total effect was the sum of the direct and indirect
paths (.12 + .10 = .22). 1In this case, the observed correla-
tion (.27) and the computed correlation {.22) differed by .05,
indicating that the model reasonably reprasented the actual
relationships between these two variables.

1/These two paths were from age at first conviction and aliena-
tion to parole violations. The two variables that formed '
marital status were treated as a unit--when the path from only
one variable was significant, both paths were retained. For
this reason, the paths from married to arrests and from di~
vorced/separated Lo parole violations were kept.

2/The specific rules for computing values for indirect paths
© are in appendix II (Step 4. Revise the Model).

3/Kerlinger and Pedhazur [4], p. 318.
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Figure 111.7 Revised Model For Determining Parcle Outcomes Using Path Amlysis
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Age ot first \ 30 .88
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In figure 111.8, the entire model was decomposed into
direct, indirect, and spurious paths. (A spurious path begins
by going against the causal flow.) A high spurious value ma:
indicate that the causal order is specified incorrectly. For
example, the spurious relationship between months incarcerated
and arrests (.09) was produced by paths through age at first
conviction and alienation. By reversing the causal order

between age at first conviction and arrests, the spurious rela-

tionship would become indirect. Of course, this change would
be illogical and was not made. Decisions to reverse arrows
should be based on theory or knowledge of time sequences; it
should not be based on coefficient size.

Interpret the Path Diagram

By examining the final path dlagram and the decomposition
into direct and indirect paths, knowledge about the assumed
causal relationships was gained. First, it was learned that the
model accounted for 22 percent of the variance in parole viola-
tions, which was considered acceptable. Second, by examining
spurious influences, one could be reasonably confident that the
hypothesized causal order was correct. Third, the relative
strength of direct and indirect paths could be compared. For
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Figure 11I.8 Direct and Indirect Paths

variables

Correla-
tions

Direct
Causal
pPaths

indirect
Causal
Paths

Total

Causal

Paths

Indirect
Spurious
Paths

Arrests &
Age

-.28

-030

.02

--28

Arrests &
Married

--17

'-02

-002

--04

Arrests &
" Divorced

.20

.21

--03

.18

Arrests &
Aliena-
tion

‘002

.04

.04

Incarcera-
ted &

Age
Tncarcera-

-037

-031

-.06

—037

ted &
Married

--11

-003

-.03

Incarcera-
ted &
pDivorced

-06

.02

.02

Tncarcera-
ted &
Aliena-
tion

-.11

--14

.05

-009

Incarcera-
ted &
Arrests

<36

.27

27

.09

Parole vio-
lations
& Age

-018

--18

-018

Parole vio-
lations
& Married

-018

-012

-.02

‘-14

Parole vio-
lations

& Divorced

.11

-.003

.03

.03

Parole vio-
lations
& Aliena-
tion

-005

-004

-.04

Parole vio-
lations &
Arrests

27

.12

.10

«22

.03

Parole vio-

lations &
Incarcera-

- ted

-43

.38

.38

.05
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example, nearly half the total influence (.22) of arrests On
parole violations was indirect (.10). ‘

SUMMARY

This appendix discussed an example of using causal analysis
to evaluate parole outcomes. In developing the parole outcome
model, however, limitations of the technique were evident.
Causal analysis cannot prove that causal relationships exist nor
ensure that all relevant factors are included.

The technique pointed to the interactions among the six
variables. We know that the five independent variables do not
completely explain parole outcomes. We do not know, however,
which variables to add to the model or whether more fundamental
causes are rassponsible for the relationships.

Nevertheless, causal analysis can provide valuable prog-am
information. When guided by strong theory, an evaluator can
construct a model with most of the significant variables--
including manipulable program variables. Such a model would
help evaluators and program managers to understand how the pro-
gram can intervene in a hypothetical social condition and modify
the consequences. Further, they could test the model‘'s adequacy
and compare the relative strength of program and non-program
influences. Causal analysis could, thus, provide program mana-
gers with useful insights for program planning and implementa-
tion.
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